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1 INTRODUCTION

Smart Homes refer to interconnected systems en-
hancing living spaces through automation, optimiz-
ing comfort, security, and energy efficiency [1]. This
domain often relies on extensive software stacks,
leveraging open-source code for improved productiv-
ity, cost-efficiency, and quicker market releases. How-
ever, the heavy reliance on open-source components
introduces risks such as security vulnerabilities [2]
and potential legal challenges due to license non-
compliance. Infringements can lead to legal disputes,

financial penalties, security issues for consumers, and
even withdrawal of products from the market [3]. To
this end, our research paper aims to provide
• The effectiveness and limitations of FOSSol-

ogy and the Software Package Data Exchange
(SPDX) in addressing open-source compliance
issues in the smart homes ecosystem.

• How can developers and manufacturers ensure
comprehensive open-source license compliance in
the smart home ecosystem?

2 MATERIAL AND METHODS

We chose the Home Assistant Operating System from
GitHub (https://github.com/home-assistant/
operating-system) for its popularity and integrated
tech suite, aiming to evaluate its open-source
license compliance and pinpoint any inconsistencies.
FOSSology Analysis: Using FOSSology [4], an open-
source compliance toolkit, we conducted license,
copyright, and export control scans on the Home

Assistant Operating System’s codebase. The toolkit
evaluated each file and cataloged licensing data.
SPDX Report: Post-scan, we compiled the findings
into a Software Package Data Exchange (SPDX)
report [5]. This standardized format offers a clear,
unified view of software licensing, with our report
presenting a comprehensive Bill of Materials (BOM)
based on the FOSSology findings.
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3 RESULTS

A scan was conducted on the Home Assistant repos-
itory using FOSSology version 4.2.1.5. Subsequently,
an SPDX report was generated, offering the following
insights: Package Information: Name, Version, and
Supplier: Specific details of each software pack-
age/component. Checksum: Either SHA1 or SHA256
for the package. URL: Direct source link for the
package. License Information: Declared licenses for
the package and their respective locations. The
primary license identified for the repository was

“Apache License Version 2.0”. Notably, a stricter
license, “GPL”, was associated with the package
“PulseAudio” during the scan.

Additionally, a manual review was performed to
validate the findings of the automated analysis.
Relationships: Information about the relationship
between various components or files. For example,
one package may be a dependency of another, or a
file might be generated from another file.

Fig. 1: SPDX Report showing licenses and its associated file

4 CONCLUSIONS

Upon analyzing the Home Assistant version 11.0
with FOSSology version 4.2.1.5 and generating an
SPDX report, we have derived the following insights:
The repository primarily operates under the “Apache
License Version 2.0”. A more stringent “GPL” license
was identified in the “PulseAudio” package. The
integration of tools like FOSSology into the CI/CD
toolchain allows for real-time license detection. This
immediate feedback can prompt developers to con-
sult legal teams or implement fixes, streamlining

the development process and minimizing potential
costs. Both FOSSology and SPDX offer a compre-
hensive view of open-source compliance analysis.
While there are other tools available; commercial
options like BlackDuck and Revenera, and open-
source alternatives such as ORT (oss-review-toolkit)
and ScanCode. In future studies, we intend to
explore and compare other freely available tools to
further enhance our understanding of open-source
compliance.
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1 INTRODUCTION

The pupil is a fundamental component of the human
eye. Located at the centre of the iris, the pupil acts as
an aperture, regulating the amount of light entering
the eye. Proper pupil function is crucial for maintain-
ing visual acuity, allowing us to perceive the world
with clarity and detail. Pupillometry is the science
of measuring pupil diameter in response to various
stimuli. Iris dilator muscle causes pupil dilation. This
phenomenon is called mydriasis. The opposite of
mydriasis is miosis, which happens when muscles
around the pupil tighten. A dark environment, fear,
excitement or cognitive load can commonly cause
a change in pupil diameter [1]. To measure this,
an eye-tracker device, which emits infrared light
captured by a camera or sensor, is used, creating an
image that allows software to calculate the pupil’s
pixel count. The first pupillometer, along with its
initial measurements, originated in the 1950s [2].
Since then, there have been significant advancements

in the technology and analysis methods used in
pupillary measurements, leading to a diversification
in its applications. This technology is getting more
low-cost and may be integrated into our displays [3].
Eye-tracker captures visual perspective directly from
the user’s point of view. Providing valuable insights
into the user’s experience. This information helps in
developing competitive and innovative products [4].

In this study, we utilized data from an eye-tracking
experiment involving 100 participants, focusing on
four native advertising ads. Initially, participants
were required to decide which native ads article was
most appealing based on the banner headline, and
then open the selected articles in a new web browser
window by clicking on them. We used an eye-tracker
to record both gaze data and pupil size reactions.
This paper primarily concentrates on analyzing pupil
reactions in relation to the banner headline text of
the selected articles.

2 MATERIAL AND METHODS

In the experiment, we utilized the Eye-Link 1000 Plus
eye-tracking device to measure eye activity and pupil
dilation. Participants were presented with four hed-

line text presented on the Seznam.cz web portal, with
the order of the headline being randomly generated.
Our objective is to determine whether a relationship



10 Bilguun Bayarmagnai and Stanislav Mokrý

exists between headline preference, indicated by the
initial mouse click, and the pupil’s reaction. For
our dataset, we used data extracted from interest
areas representing the text headlines of articles. Each
area included information about the Average Pupil
Size, calculated in arbitrary units (pixels). A series

of ANOVA tests was used to compare participants’
pupil sizes across different text prompts, determining
whether there are statistically significant differences
in reactions to different prompts. A proportion test
then assessed whether article selection was random or
in conjunction with pupil reactions to the prompts.

3 RESULTS

To examine the relationship between changes in pupil
size and preference in the selection of linked articles,
we conducted a series of ANOVA tests. First, we
tested whether pupil size differed between the four
text prompts. According to the p-value of 0.9261,
there is no significant difference in pupil size across
all headline selections. We then tested differences
in pupil size individually for groups of participants
who selected (and clicked on) identical items. All
four ANOVA tests conducted indicate that there are
no statistically significant differences in the average
pupil sizes of participants responding to different
headlines (p-values: 1_headline = 0.998, 2_headline

= 0.972, 3_headline = 0.903, 4_headline = 0.988).
This suggests that none of the headlines elicited
a stronger response in terms of larger pupils than
the others. Therefore, the results do not support
the hypothesis that the type of headline influences
participants’ pupil size. The proportion test was
conducted to assess whether the headline chosen most
frequently corresponded with the one associated with
the largest average pupil size. With a p-value of
0.1097, the test did not provide sufficient evidence
to conclude that the article selection corresponds to
the largest pupil size measured on article.

4 CONCLUSIONS

The lack of significant findings in our study could
be attributed to various factors. Measuring pupil
reactions alongside article headline selection might
have introduced complexity, as both cognitive and
decision-making processes influence article choice.
Additionally, testing four different areas of interest
within a single stimulus could lead to divided atten-
tion among participants, possibly overshadowing the

influence of headline order or pupil size reactions.
The diverse content of the headline texts might
also elicit varied levels of interest or engagement,
further complicating the interpretation of results.
These considerations suggest that multiple influences
could be at play in participants’ responses and
physiological measurements, making it challenging to
isolate the effects of interest in this study.
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1 INTRODUCTION

The paper deals with the assessment of the level of
reporting of non-financial information in the Czech
Republic. The paper focuses on the evaluation of
the quantity and quality of information reported
by the ten largest Czech companies according to
the Coface database (2022). Reporting of non-
financial information became mandatory for selected
companies under Directive 2014/95/EU, in 2017.
This directive was replaced, in 2022, by Directive
2022/2464/EU, under which the obligation to report

non-financial information is going to be extended to
other companies in three phases, starting in 2024.
The aim of implementing this directive is to achieve
transparency, providing relevant information about
environmental, social, governance and management
issues to all stakeholders, while eliminating the
associated threats. The aim of this paper is to
assess the trend in the reporting of non-financial
information and its quality over the last years.

2 MATERIAL AND METHODS

In a situation where there is not yet a unified
standard for sustainability reporting (reporting of
non-financial information) in 2023, an analysis was
made in particular of annual reports (or reports
potentially containing non-financial information).
The analysis evaluates the 10 largest companies
operating in the Czech Republic, which were selected
on the basis of the Coface database (2022). In the
first phase, a quantitative analysis was carried out on
the basis of a conceptual content analysis. 30 annual
reports (2017, 2019 and 2021), nine keywords and

their equivalents were analysed. The second phase
focused on qualitative analysis. The level of reporting
of this information was evaluated in five areas of
non-financial reporting based on a 0–2 point scale.
A value of zero indicated no reporting in this area, a
value of two indicated more sophisticated reporting.
In the third stage, information on turnover, assets
and number of employees were identified for each
company for the year 2021. Thereafter, potential
linkages in relation to reporting were identified.
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3 RESULTS

The output of the quantitative analysis shows a clear
increasing trend in the occurrence of the keywords
over the years. At the same time, however, no
correlation was found between the criteria defining
the size of the company and the number of words
reported. The output of the qualitative analysis
shows that the monitored companies are reporting
better quality information over the years. Also, in
the case of the qualitative analysis, there is no clear

correlation between the criteria defining the size of
the enterprise and the quality of the information
reported. However, it was also found that companies
with a higher number of employees tend to report
better quality information. The data analysis also
revealed that there are large differences in the
reporting of non-financial information between the
analysed companies, which is also due to the different
sectors within which the companies operate.

4 CONCLUSIONS

The reporting of non-financial information was found
to be on an increasing trend over the years. Of the
areas observed – environment, social issues, employ-
ees, respect for human rights and the fight against

corruption and bribery – the environment is the
most well reported, particularly under the criterion
of reducing negative impacts on the environment.
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1 INTRODUCTION

The current period represents a digital revolution
with significant implications for the nature of work as
well as for society. Digitalisation and artificial intel-
ligence are significantly changing the labour market.
Professions that involve repetitive and routine tasks
like data entry or work on an assembly line, are
more susceptible to automation through artificial
intelligence (Seokoma, 2023). Artificial intelligence
is not only a threat to the low-skilled workforce,
but also has the potential to automate certain
tasks that are currently performed by professionals.
Professions requiring more complex and creative
tasks may be less at risk, but experts warn that

these professions will require active collaboration
with artificial intelligence (Pennington, 2022). For
that reason, it is important to develop digital skills
and critical thinking. Digitalisation has both positive
and negative impacts, and it is therefore essential
effectively harness the benefits and minimise the
negatives (Mok and Zinkula, 2023). Experts predict
that the use of AI in a larger scale will bring up
to $15.7 trillion dollars to the global economy by
2030. As artificial intelligence changes the way how
(human) societies operate, is expected that it will also
change who does the work.

2 MATERIAL AND METHODS

For achieving the stated aim of the paper will be
used domestic and foreign literature, research papers
and online academic journals, quantitative research
in questionnaire form and semi-structured interviews
with managers of selected companies who are actively
engaged in digital transformation in their home
companies.

The aim of the paper is to design and prepare
a self-assessment questionnaire for some concrete
company to find out what are its weaknesses in
the field of digital transformation. Quantitative

data will be obtained by analysing the quantitative
research already conducted in the questionnaire form.
The survey was targeted on Slovak micro, small
and medium-sized enterprises. Data collection was
conducted online via the structured questionnaire in
February 2023 and there were involved a total of
517 subjects. The target group was consisted from
owners, directors and managers of these enterprises
with no more than 250 employees.

Qualitative data will be obtained by using the
method of semi-structured interviews, where will be
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approached and interviewed experts who deal with
digital transformation. Experts like managers of a
consulting company dedicated to digital transfor-
mation, directors of selected enterprises, experts at

the Ministry of Informatization, who had prepared
the strategy and action plan for the digital trans-
formation in Slovakia. The qualitative data will be
processed by Altas.ti or Maxqda programme.

3 RESULTS

The output of the paper will be the self-assessment
questionnaire for the concrete company to find
out what are its weaknesses in the area of the
digital transformation. Based on the results of the
questionnaire, the company will use the proposed
set of recommendations, presenting specific practices

and steps that will help the company improve
preparation and successfully managing of the digital
transformation. We anticipate that the set of actions
will be consisted from 30 recommendations divided
into 6 areas.

4 CONCLUSIONS

The aim of the paper is to present and describe in
more detail way how some company can prepare itself
for the digital transformation and manage it. So that

it will not be a scarecrow for the company, but an
opportunity to be more competitive on the market.
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1 INTRODUCTION

In the German clothing market, various develop-
ments in terms of structures and orientations can
be seen due to many external and internal influ-
ences. Market movements can be observed, which
are increasingly becoming apparent through the
formation of various specializations. These focuses
are characterized in extremely different and diverse
areas.

A very current example of such developments is
the “fast fashion” industry. This area of the clothing
industry is characterized by various features. The
term “fast fashion” describes a business model in the
clothing industry in which collections are designed
very quickly in line with trends and are produced and
sold at very low prices. This industry is characterized
by quick and short-term action. In contrast to a
previously “normal” collection cycle, which basically
consisted of spring/summer and fall/winter cycles,
in the area of fast fashion it is normal to produce

new collections in a weekly or monthly rhythm. The
customer should not get the feeling that they have
already seen a piece of clothing on sale before and feel
that they are being addressed in a new way at any
time by low prices and new goods. These facts should
encourage them to buy and therefore generate sales
in this industry segment. The market in the clothing
industry is thereby accelerated in its actions.

This system is largely followed by very large and
well-known clothing companies. There strategy often
involves copying luxury brands and thereby setting
new trends. This is a point that often makes these
companies very popular with customers.

These developments make it obvious that economic
parts of the German clothing market are being
heavily influenced. This will be explored in more
detail here and is very important for this industry
segment.

2 MATERIAL AND METHODS

The research question of the study is: “What eco-
nomic impact does the fast fashion sector have on the
German clothing market?“. To answer the research
question of this research work, various methods are
used here.

In order to better focus and define the term “eco-
nomic impact”, Michael E. Porter’s “Five Forces”
model should be used. In principle, an industry
structure analysis should be carried out to show
the possible effects. Using the Porter’s Five Forces
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model, the investigation focuses on the following
areas: “Competitive rivalry”, “Threat of substitute
products”, “Bargaining power of suppliers”, “Bar-
gaining power of customers” and “Threat of new
entrants”. In these areas, economic elements such
as market demand, market supply, corporate policy,
trade policy, globalization, labor market and tax
policy should also be included. Since the German
clothing industry is one of the largest German
consumer goods industries, the B2C area is also at
the forefront of research.

The research in this work focuses on two surveys.
One survey is to be addressed to companies in the
German clothing market. The aim of this survey
is to research how the companies are developing in
relation to the defined elements and how these are
changing. These developments are then researched
both in terms of the current status and in relation
to current handling and, if necessary, future changes.

The second survey is aimed at customers in the
German clothing industry and is intended to show
the research from a different perspective.

In addition to the two surveys in the German
clothing industry, interviews with experts and visits
to trade fairs and congresses are also planned,
where experts can be interviewed about these topics.
Current literature sources that deal with this topic
are also important for research.

In addition, the research that is taking place
in relation to the economic areas described should
also find out how the fast fashion sector deals
with the two points “production conditions” and
“environmental conditions”. These areas are often in
focus in the fast fashion industry and should be given
special consideration. MAXQDA should be used to
analyze the researched data. If necessary, you can
include connection analyses, regression analyzes or
interaction analyses.

3 RESULTS

In addition to very well-structured explanations, the
results of the research related to this topic should
also be presented in various drawings and diagrams.
It is important to work in a structured manner and to
proceed with a clear scheme. The results should then
be presented according to the different areas of the

defined economic model. It can be assumed that the
economic impact of the fast fashion sector will tend
to become more important in the future and that it
will therefore become more and more specialized in
the market and in relation to customers.

4 CONCLUSIONS

After showing the results into which the economic
impacts of this work were divided, it is now important
to show here what conclusions these lead to. The aim

is to create a connection between the results in the
individual areas. It is also possible to derive future
developments and limit them.

5 REFERENCES

Abdelmeguid, Aya et al (2022). Investigating the
challenges of applying the principles of the circular
economy in the fashion industry: A systematic
review. Sustainable Production and Consumption 32,
p.505-518, doi.org/10.1016/j.spc.2022.05.009

Bockholdt, Katrin et al (2020). Private label shoppers
between fast fashion trends and status symbolism
– A customer characteristics investigation. Journal
of Retailing and Consumer Services Volume 52,
doi.org/10.1016/j.jretconser.2019.07.008

Centobelli, Piera et al (2022). Slowing the fast fashion
industry: an all-round perspective. Current Opinion
in Green and Sustainable Chemistry 2022, 38:100684,
p.1-9, doi.org/10.1016/j.cogsc.2022.100684



DRÁBEK, Michal, and SYROVÁTKA, Pavel. 2023. Enhancing Market Value Estimation for Privately Held
Companies: Differentiated Multipliers in the Czech Brewing Industry. PEFnet 2023 – 27th European Scientific
Conference of Doctoral Students, pp. 17–18. Mendel University in Brno. ISBN 978-80-7509-944-0.

ENHANCING MARKET VALUE ESTIMATION
FOR PRIVATELY HELD COMPANIES:
DIFFERENTIATED MULTIPLIERS
IN THE CZECH BREWING INDUSTRY
Michal Drábek1, Pavel Syrovátka1

1Mendel University in Brno, Czech Republic

KEY WORDS
privately held company, valuation, industry multiplier, differentiated multipliers, Czech breweries valuation

JEL CODES
G12, G32

1 INTRODUCTION

In this paper, we advance the development of a
methodology aimed at deriving differentiated mul-
tipliers tailored for private company valuations by
Drábek and Syrovátka (2022). Our focus is on
utilizing publicly available data concerning industry
multipliers sourced from publicly traded companies.
While an aggregate (industry) multiplier, whether
represented as an industry average or median, im-
parts valuable valuation insights for a given industry,
it may not accurately capture the intricacies of a

specific privately held company (Chen et al., 2015).
Hence, this paper proceeds to refine differentiated
estimates of valuation multipliers designed for private
companies within a targeted industry. The unique
financial attributes of the subject company are em-
ployed to differentiate these multiplier estimates. The
primary aim of this differentiation lies in achieving
reduced deviations in the valuation of the particular
company, compared to using the standard industry
multiplier in its average or median form.

2 MATERIAL AND METHODS

The analyzed sample consists of the fifty most
important enterprises (according to the sum of
sales) with a turnover of more than 99% of the
relevant market. The data include financial reports
(P&L, balance sheet, annual report) for the 2015–
2020 period. For the market value assessment, the
discounted cash flow method is used (the procedure
according to Damodaran, 2012).

Based on the collected financial data, we first
computed the industry P/BV multiplier in two forms.

We distinguished the aggregate industry level and
industry median. In order to align the industry
multiplier more closely with the economic reality of
the evaluated brewing company, the initial industry
multipliers underwent a transformation, resulting in
the emergence of differentiated multipliers.

To assess the effectiveness of the differentiation
approach, we compare the differentiated multipliers
with the undifferentiated multipliers both in relation
to the actual P/BV multiplier of each brewery
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(for both years 2019 and 2020). This allows us
to measure the extent of deviation between the
differentiated and undifferentiated estimations. We

use the absolute value of the relative deviation as the
evaluation metric for both the industry median and
the aggregated industry multiplier.

3 RESULTS

When analyzing the data for individual companies,
we observed significant differences between the ma-
jority of medium and small breweries (44 in total)
and the top 6 breweries in the industry under
investigation and divided the sample according to
size and also profitability (due to a going concern
premise).

We calculate the differentiated and undifferenti-
ated P/BV ratios based on the industry median
and the aggregate P/EAT ratios for each brewery.
Afterwards we computed the ARDs between these
multipliers and the actual P/BV ratios for individual
companies.

Differential valuation does not consistently provide
more accurate estimates of companies’ market value
in all cases, but for the core sample (small profitable
breweries) the differentiation leads to more accurate
results.

The results indicate a refinement ranging from
approximately 44% to 50% for both studied years.
This refinement is almost comparable between the
full and reduced samples of profitable SME compa-
nies. On an aggregate basis of industry multiplier, the
refinement rate is 27.77% in 2019 and 22.15% in 2020
for the reduced sample of profitable SME companies.
However, when the top 6 companies are included, the
refinement rate increases significantly to 75-78%.

4 CONCLUSIONS

Our research demonstrates that implementing a
differentiated approach to assess a company’s mar-
ket value using industry multipliers significantly
enhances the accuracy of the estimate. The improve-
ment ranges from 40% to 50% when using the median

industry multiplier and approximately 22% to 78%
when using the aggregate industry multiplier. We
believe this contribution is of great significance to all
involved in the methodological and practical aspects
of business valuation.
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1 INTRODUCTION

The aim of this article is to present the problem
of food waste with a particular emphasis on the
social aspect of the problem. Food occupies a
special place among human needs. Every day a
considerable amount of food is wasted, i.e. the food
is treated as waste, while still being ideally suited for
consumption. Food waste is an environmental and
ethical problem as well as an economic and social
issue. This article will be presented you the issues
of food banks and food chains and to evaluate the
key financial criteria for the effective creation of a
network of food banks in Ukraine, as part of it post-
war reconstruction. [5], [6].

The problematic framework of the activity of
food banks in the European area can be identified
primarily in a wide range of areas for managerial
solutions, which include, on the one hand, the
financing of this type of activity with regard to
the necessity of compliance with hygiene regulations.
food donation standards (e.g. [1], [2], [3]). Although
food is provided to these banks free of charge,
their operation depends on subsidies from the state
budget.

Specifically, these are operating and investment
subsidies, especially from the budget chapter of the
Ministry of Agriculture of the Czech Republic [4].

2 MATERIAL AND METHODS

In order to properly analyze the financial situation
of food banks in Ukraine (and rather the price
development of individual foods), in the first Order
of magnitude I selected characteristics by which I
will be able to assess the current situation of food
security. The chosen indicators are the purchasing
power parity of Ukraine and the Visegrad Group, as
well as Du Pont’s breakdown of the return on equity
of Ukraine’s food business. All necessary data for

calculating profitability are drawn from the ORBIS
database.

Enterprises of the Ukrainian food sector at first
were divided into three groups: very large companies,
large and medium. With the help of such a distri-
bution was easily obtained financial indicators from
systems of proportional indicators. The development
of profitability over time and the most affecting
components will be studied in the period before year
2022.
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3 RESULTS

Monitoring the decomposition of profitability of
equity will help to assess the financial situation
of enterprises in the Ukrainian food sector. It will
also be shown the issue of price developments
of economically largest enterprises (e.g. very large
enterprises), which set a fairly high price and are not
limited by legislation.

The current protracted energy crisis, influenced
by the military conflict in Ukraine, causes a further
increase in the number of clients in material need.
These people then turn to food banks again. These
factors affect the need for additional sources of
funding for food banks, but also the growing need
for voluntary work.

4 CONCLUSIONS

Current situation in financial support for ensuring
the activities of food banks from the government
authorities is overall stabilized, but there exist a
growing effort to change the funding scheme for
food banks in countries like the Czech Republic.
In Ukraine situation is absolutely different. Today,
when Ukraine is in a war conflict, it is even more
evident that the Ukrainian system of food banks
works thanks to volunteer help and donations.

The first food bank has already been created in
Ukraine, which operates on a volunteer basis in Lviv.
Products are purchased for charitable contributions
and given out free of charge to needy city dwellers
or delivered to war zones. Despite formal statements

and reports about the poverty of the Ukrainian
population, society supported the majority of the
needy, not resorting to coordinating its charitable
activities at the level of European food banks. In the
conditions of war, the bridge between the concepts
of “one who needs help” and “needy” falls very
quickly, so anyone can find themselves among this
category of the population. Therefore, business in
cooperation with volunteers and the state can and
probably should organize food banks in Ukraine
according to the principles that have already proven
their effectiveness in the European countries. (for
example, the Czech Republic, Hungary, Slovakia or
Poland). [7]

5 REFERENCES

[1] Gracjasz, A., Grasseni, C. Food-gifting in
Gdańsk: between food not bombs and the food bank.
Ethnologia Polona, 41, (2020), 33–50.

[2] NIKOLOV, R. Waste Management Projections in
Bulgaria, Proceedings of Agribusiness And Rural
Areas - Economy, Innovation And Growth 2021,
Yogyakarta, August 25-26th, 2021.

[3] PETROVICI, D. A., GORTON, M. An evaluation
of the importance of subsistence food production for
assessments of poverty and policy targeting. Food
Policy, 30(2), (2005), 205–223.

[4] Ministry of Agriculture. Ministerstvo zemědělství
podporuje a i nadále bude podporovat potravinové
banky. Ještě letos se bude snažit o navýšení finanční
podpory. (©2019).

[5] Mirosława Janoś-Kresło, Anna Dąbrowska.
Marnowanie żywności jako problem społeczny.
Handel Wewnętrzny 4:15-27, 2013.

[6] WILEY ONLINE LIBRARY. The War in Ukraine,
Food Security and the Role for Europe. 2023. [cit.
2023-10-20]. https://onlinelibrary.wiley.com/
doi/10.1111/1746-692X.12389

[7] Ukrajisky tyzhden. Prodovolcha bezpeka. Chomu
Ukrajini vzhe zaraz potribni banku yizhi.
2023. [cit. 2023-10-20]. https://tyzhden.ua/
prodovolcha-bezpeka-chomu-ukraini-vzhe
-zaraz-potribni-banky-izhi/



DUFEK, Michal, and ŠŤASTNÝ, Jiří. 2023. Navigating Uncertainty with Bayesian-Enhanced Multi-Factor Models in
Adaptive Asset Pricing. PEFnet 2023 – 27th European Scientific Conference of Doctoral Students, pp. 21–22. Mendel
University in Brno. ISBN 978-80-7509-944-0.

NAVIGATING UNCERTAINTY WITH
BAYESIAN-ENHANCED MULTI-FACTOR MODELS
IN ADAPTIVE ASSET PRICING
Michal Dufek1, Jiří Šťastný1

1Mendel University in Brno, Czech Republic

KEY WORDS
bayesian inference, factor models, uncertainty

JEL CODES
C6, C11, C8

1 INTRODUCTION

Multi-factor investment models are pivotal in the
realm of asset pricing, offering insights into the
dynamics of asset returns [1]. However, traditional
multi-factor models often lack the ability to adapt
to market regime changes and efficiently handle
uncertainty [2]. This research paper introduces a
sophisticated framework incorporating Bayesian fea-
ture selection, penalized linear models, Bayesian

neural networks, and Dynamic Model Averaging
(DMA) [3]. This work fits into the broader context
of Stochastic Optimal Control in Asset Pricing,
which explores various methods for cross-sectional
asset pricing under uncertainty, such as Bayesian ap-
proaches and advanced machine learning techniques
like deep reinforcement learning using hierarchical
graphs and graph attention networks [4].

2 MATERIAL AND METHODS

The analysis employs a comprehensive dataset con-
taining various financial factors like size, value,
growth, momentum, and quality.

Upon feature selection, the framework employs pe-
nalized linear regression models, specifically LASSO,
to further refine the model. The linear model serves
as a simpler, interpretable baseline that captures the
linear relations between selected factors and asset
returns.

Upon feature selection, the framework employs pe-
nalized linear regression models, specifically LASSO,

to further refine the model. The linear model serves
as a simpler, interpretable baseline that captures the
linear relations between selected factors and asset
returns.

For capturing non-linear dependencies, Bayesian
neural networks are used. Unlike traditional neural
networks, Bayesian neural networks offer posterior
distributions over their parameters, providing a
natural way to quantify uncertainty.
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3 RESULTS

Initial experiments indicate the Bayesian feature
selection successfully identifies a reduced set of
impactful factors. Subsequent models, both penalized
linear and Bayesian neural networks, show improved
prediction accuracy and out-of-sample robustness.

Furthermore, the DMA layer shows a considerable
improvement in adapting to market regime changes,
as evidenced by various financial metrics like the
Sharpe ratio and maximum drawdown.

4 CONCLUSIONS

This research contributes a novel, multilayered
framework for multi-factor investment modeling that
effectively handles dimensionality, captures both
linear and non-linear relationships, and adapts to

market dynamics [3]. This work is part of a broader
initiative on Stochastic Optimal Control in Asset
Pricing, which aims to develop robust methods for
asset pricing under uncertainty [4].
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1 INTRODUCTION

The subject of the investigation was the analysis of
the relationship between resolution and font grade
in optical text recognition using freely available
software. Sample data was compiled and tested.
The analysis also addresses differences between and
within font families, diacritical marks and other
symbols depending on the settings of the software.

The aim of the investigation is to determine
the recognition curve for selected cuts of single

letter families from the freely available TEX Gyre
font family and to prepare de- tail reports of the
percentage of matching of each tested sample of letter
cuts with the sample data. The added value of this
analysis is the ability to establish hypotheses about
the behavior of specific cuts of given type families
in the optical recognition of input samples and to
confirm or refute them.

2 MATERIAL AND METHODS

Optical Character Recognition (OCR) is a process
that converts an image of text into a machine-
readable format. For example, if you scan a form or a
receipt, the computer saves the scan as an image file.
You cannot use a word processor to edit, search, or
count words in an image file. However, using OCR,
we can convert an image into a text document with
the content stored as text data.

The research was divided into determining a test
sample of the input data, examining the individual
font families, and then evaluating the resulting data.

Before starting the research on individual font
families and their sections, a test sample of data had
to be determined. This test sample was subsequently
planted in all the letter families under investigation
and the outputs projected in clear graphs.
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3 RESULTS

To plot the recognition curve based on the degree
and resolution of the recognized text, data with the
values of the percentage matches to the pattern for
each cut of the font families that were analyzed were
used. Rounding of no more than ten-hundredths of a
percent was used in scaling each marker of the graph
(percentage match values). The actual determination
of the curve is oriented to divide the area of the graph
into two parts. The part to the right of the curve
represents cases where a pattern matching output
above 90% is provided.

Here, there is a tolerance of at most one single case
that may provide a worst-case matching result above
80%. The part to the left of the curve represents cases

where less than 90% matching was achieved with a
tolerance of one occurrence of lower matching. If the
values obtained cannot be used to divide the area of
the graph so that the right-hand part achieves the
described parameters, the curve is not determined.

It is these curves that present us with a repre-
sentation of the degree-resolution relationship of the
pi- sem, thanks to all the analysis performed. For
example, the bold cut of the font Termes represents
the most successful font in recognition. The Latin
Modern basic cut achieved quite mediocre results
compared to the others, and the Chorus font in its
special medium italic cut proved to be a completely
unsuitable font for OCR.

4 CONCLUSIONS

ABBYY FineReader 15 was used for the research
and proved to be the most suitable during my
previous research. Testing the font families with this
recognition tool provided a detailed overview of the
recognizability of each reading sample. This overview
of the recognizability of each cut of all the analyzed
letter families is interpreted in the form of tables that
show the percentage match to the pattern for each
sample.

These tables were subsequently used as source
information to generate graphs of text recognizability
based on OCR grade and resolution. A recognizabil-

ity curve was then plotted in these graphs to divide
the graph area into two parts. The part above the
curve indicates cases of only high pattern matches.

The data obtained by testing the font families and
the findings from the recognition comparisons can
serve as a baseline for conducting further research on
other font families or OCR software. Other situations
arise that would be worthy of separate investigation.
For example, the decomposition of capitalized ac-
cented characters into two output characters, or other
output data whose exact origin could be clarified by
further research.
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1 INTRODUCTION

In recent years, new trends have emerged in the
insurance industry that are affecting the profitability
of insurance companies. One of these trends is the
changing quality of the institutional environment.
(Tallman & Li, 1996), (Alesina et al., 1996) It also
determines the amount of risk that economic agents
take in their business in a given country. (Chien-
Chiang Lee & Chun-Wei Lin, 2016), (Venard &

Hanaffi, 2008) We will focus on the impact of the
quality of the institutional environment in the areas
of the quality of the judiciary, the level of the tax
burden, corruption, the degree of financial freedom
and the enforceability of property rights in a given
country. With this focus, we will add new insights to
existing studies on a similar topic.

2 MATERIAL AND METHODS

The dataset that will be used for the analysis consists
of data for the time period 2009–2018 and covers
13 865 insurers from the European Union and the
United States of America.

The data concerning the institutional environment
was obtained from the official website of the Heritage
Foundation. Microeconomic data was obtained from
the database Orbis. All data have an annual fre-
quency in cross-sectional and time-series data format,

where panel data was subsequently created. For the
microeconomic data, the indicators were created. In
addition, the variable Growth in premiums received
was adjusted for outliers below the 10th and above
the 90th percentile. The problem of skewness and
peakedness was addressed by logarithmizing the
Total Assets variable due to the acquisition of
high values. The indices relating to the institutional
environment were retained in their original form.

3 RESULTS

Based on the empirical analysis, it was found that
only some determinants that are specific to insurance
companies and only one indicator of the institutional
environment have a statistically significant effect on

the profitability of insurance companies as the de-
pendent variable. More specifically, if we talk about
microeconomic indicators, statistical significance was
found for underwriting profits, growth in premiums
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received and partially for investment performance.
An interesting finding was that investment perfor-
mance for insurance companies is only a kind of
ancillary income, therefore this determinant is not
statistically significant at the 1% significance level.
Further, that total assets are not statistically signif-
icant, probably because a large insurance company
does not have a significant comparative advantage
(in the insurance industry) over a small one.With
the successive addition of indices representing the
institutional environment, the assumed signs were
confirmed, but statistical significance was shown
only for the judiciary index. For the microeconomic
specifications of insurance companies in each model
with the institutional environment indices, slight
differences were observed for statistical significance,
but the expected signs were again confirmed.

After splitting into groups of smaller, larger
insurers and adding the individual indices, rela-
tively large changes in the statistical significance
of the microeconomic specifications for an insurer
were observed. In any case, among the group of

variables specifying the quality of the institutional
environment, only the quality of the judicial system
had a demonstrable effect on the profitability of
the insurance companies we studied. When the
two models taking into account the judicial system
index were analyzed in more detail, differences in
the significance of the microeconomic variables with
respect to the dependent variable were observed. In
the case of smaller insurers, the judicial index appears
to be insignificant for the insurers we studied because
smaller insurers tend to operate in smaller specific
regions where the index has the same level. Therefore,
it is critical for an insurer to make underwriting
profits and grow premiums received to cover as much
of this market as possible.

In contrast, for larger insurers, the main de-
terminants of profitability are the quality of the
institutional environment in the justice sector (good
law enforcement, quick and fair court decisions,
low levels of corruption in the judiciary, etc.) and
investment performance.

4 CONCLUSIONS

Based on the literature, theoretical assumptions, and
empirical analysis, the quality of the institutional
environment in the justice sector was generally found
to have a significant effect on the profitability of
insurance companies from the European Union and
the United States. This finding is consistent with
hypothesis H1. As for the other areas of institutional
environment quality, they were not found to have an
effect on the insurance companies we studied. Among
other things, a relatively stable significant effect of
underwriting profit, growth in premiums received and
an already less stable effect of investment perfor-

mance on the profitability of insurance institutions
were found.

Larger insurers should operate primarily in states
with highly efficient court systems, and focus on
investment performance, since according to the
results of this paper, these two factors are key to
making a profit. In the case of small insurers, their
opportunities for risk diversification are not as great,
as they mostly operate in a small specific region
where the quality of the judicial system is the same
everywhere. For this reason, these smaller insurers
should focus primarily on underwriting profits and
growth in premiums received.
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1 INTRODUCTION

The presented paper discusses the possibility of
applying the DEA methodology for determining the
efficiency of South Moravian residents’ movements.
In recent years, there has been a considerable
growth in the number of passengers transported
among regions. Based on the latest data, transported
passengers among regions have increased from 118 to
740 million passenger kilometers during the period
2004–2022. Along with the increase in the flow of
passengers, the standards for efficiency evaluation
also change. Hence, it is necessary to take innovative

measures to halt the progress of the mentioned event
by increasing the efficiency of the existing movement
possibilities. The aim of this contribution is to:
(i) identify the frequency of single transport and
their alternative combinations usage; (ii) identify the
main evaluation criteria of transport efficiency from
the perspective of SMR passengers; (iii), by using
Data Envelopment Analysis (DEA), find an efficient
transport design and discuss the methods’ suitability
to solve the transportation issue.

2 MATERIAL AND METHODS

In this article, the DEA method was used to evaluate
the efficiency of single transports and their alterna-
tive combinations. There are dozens of studies where
the current approach shows quite representative
results. The method is widely used to gauge efficiency
in a variety of fields. The main advantage of the
model is its non-parametric character, which allows
its use without knowledge of functional dependen-
cies between outputs and inputs (different measure
units). Four key indicators were chosen for transport
efficiency evaluation. Vehicle carbon footprint, travel

time, and travel cost as inputs, and frequency of
transport usage (single and alternative combinations)
as an output. Each piece of data was calculated for a
specific vehicle, and an average amount was chosen.
A total of nine single types of transport and eight
different transport combinations were chosen as a
sample for the analysis. Based on studies [1] and [2]
for research, the CCR and Super-SBM DEA models
were chosen. The efficiency score is calculated via
DEA Solver.
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3 RESULTS

The results of the efficiency of individual transports
and their alternative combinations are recorded in
Tab. 1. The combination of the highest efficiency
score and the lowest ranking number indicated
DMUs as efficient. The efficiency score differs de-
pending on the model’s characteristics. Both models

(CCR and SMB) estimated the following single
transports, DMU3 and DMU8, as efficient. Moreover,
in transport combinations, models also identified the
same effective combinations, namely: DMU1, DMU2,
and DMU8.

Tab. 1: Efficiency of the single transports and their alternative combinations

Efficiency Score Efficiency Score

DMUs Single Transport CCR-O Super
SBM–O–C Transport combination CCR-O Super

SBM–O–C
DMU1 Brno City Public Transport 0.8231 0.8231 Regional Transport & Brno City Public Transport 1 1.6307
DMU2 Regional Transport 0.4790 0.4794 Regional Transport & Walk (<1 km/15 min) 1 1.5617
DMU3 Own car 1 5.2633 Regional Transport & Bicycle 0.1724 0.1724
DMU4 Motorbike 0.0143 0.0143 Regional Transport & Shared e-car/car/Taxi 0.1211 0.1211
DMU5 Shared e-car/car 0.0289 0.0289 Own car & Brno City Public Transport 0.5979 0.5979
DMU6 Own Bicycle 0.1989 0.1989 Own car & Shared e-car/car/Taxi 0.7671 0.7671
DMU7 Shared e-bike/e-Scooter 0.0255 0.0255 Own car & e-bike/e-Scooter/Hoover Boards etc. 0.2422 0.2422
DMU8 Walk (<1 km/15 min)/own

e-bike/e-Scooter/Hoover
Boards etc.

1 9.4800 Own car & Walk (<1 km/15 min) 1 1.2819

DMU9 Taxi 0.0043 0.0043

4 CONCLUSIONS

This paper represents preliminary research that
applies Data Envelopment Analysis (output-oriented
CCR and Super SBM models) to find an efficient
transport design for the South Moravian Region.
The results show that both models represented the
same accurate results (as for singles as well as for
transport combinations); accordingly, both models
would be relevant and acceptable to use. Nine single
transports and eight different combinations were
selected for estimation. Both models simultaneously
revealed private car and walking as the most effective
movement possibilities. Three effective combinations
were identified: DMU1, DMU2, and DMU8. The effi-
ciency of the combinations can be affected by below-
average input data and above-average output data.
Namely, the frequency of this transport combination

is above average; it emits average carbon emissions,
requires comparable less travel time, and is quite
budget-friendly. In the case of DMU8, the variables
of the input data are quite high, and the output is
the highest. Regardless of the fact that private cars
have the highest carbon footprint and are relatively
expensive, their usage frequency (output) is high,
and this causes their high effectiveness. Our results
suggest that car is a prominent means of transport
that require a specific efficiency evaluation. For
future research, we shall focus in the first stage only
on comparisons of combinations of transportation
means that are better comparable. Only after this
analysis further research will be done, analysing the
efficiency of single means of transportation using
more complex multiple criteria.
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1 INTRODUCTION

Augmented reality can greatly simplify the inter-
action and maintenance of common devices, from
coffee machines to large industrial tools [1, 2]. Instead
of studying complicated manuals or searching for

instructional videos, a user points a mobile phone
or tablet at a specific device and gains instant access
to control the device through augmented reality.

2 MATERIAL AND METHODS

To deploy an augmented reality solution for mobile
devices, a number of issues must be resolved. Certain
mobile devices may not possess enough computing
power to identify real-life objects using computer vi-
sion. By contrast, some other devices are sufficiently
powerful to detect objects independently. In order to
detect them, these devices require a server to which
they transfer photos of the detected object. There-
fore, a suitable architecture that effectively merges
both approaches is required. Notably, there exists
a significant variance between the Google Android
and Apple iOS/iPadOS platforms. The (“Pro”) range
devices from Apple are furnished with a LiDAR tool

that facilitates 3D object detection. Conversely, the
Android system is exclusively oriented towards 2D
computer vision using a standard camera.

Another issue with augmented reality applications
is their closed nature, which means that the content
is only accessible within the application itself and
cannot be used in other applications. To address this
problem, our aim was to create an open-standard
and API-based application from the outset. To store
the 3D models illustrated within the manuals, we
plan to employ standards including glTF [3] and 3D
Commerce [4].
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3 RESULTS

Our solution provides support for both cloud-based
(“online”) and device-based (“offline”) object detec-
tion. The offline approach is particularly advanta-
geous due to several factors:
• Firstly, it does not require an internet connection,

as all necessary content is downloaded and saved
locally upon initial use.

• Additionally, the application operates more effi-
ciently in offline mode, resulting in better per-
formance overall. As the object detection occurs
locally, the application could provide more rapid
response times and improved overall performance.

However, it is also crucial to ensure that devices
with lower computing power can detect objects by
utilizing the cloud server. The main benefits of this
approach are:

• Always up-to-date content: Updating the appli-
cation on a device is not required as new machine
learning models or other content is immediately
accessible to all users.

• All data, including machine learning models, is
stored solely on the cloud resulting in minimal
device storage needs.

4 CONCLUSIONS

We developed a testing version of our iOS and
Android mobile applications, along with a cloud
service for data provisioning. For Android devices,
we employed the Tensor Flow algorithm for object
detection [5]. Nevertheless, there are issues with
varying viewing angles. We took images of each real-
world object from slightly different angles to train our

machine learning model. The algorithm fails to detect
objects from significantly diverse angles beyond the
ones found in the training set. On the other hand,
the detection on iOS/iPadOS platform can be based
also in 3D matching [6]. This approach is obviously
suitable for detection even from completely different
angles.
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1 INTRODUCTION

While it is assumed in the theory of rational decision
making that people’s decisions remain consistent
and predictable even when the same information
is presented in various forms, in reality consumers’
decisions are impacted by their unique traits, expec-
tations, and prior experiences, along with the limits
of human cognitive processes. The key objective
of this study is to investigate the influence of
framing, particularly attribute framing and goal

framing, on the purchasing decisions of members of
Generation Z, with a particular focus on utilitarian
products. Understanding the nuances of decision-
making becomes essential as the Generation Z will
soon make up more than one-third of the global
population. It is crucial to comprehend, or at the
very least become familiar with, their environment
and lifestyle (Cervi, 2021) [1].

2 MATERIAL AND METHODS

After examining the framing effect, it was discovered
that positive framing of attributes increased purchase
preference more than neutral and negative framing
(Zubair, 2020) [2]. In terms of goal framing, ads that
emphasize avoiding a negative outcome or prevention
are more effective when paired with a loss frame (Lee
& Pounders, 2019) [3].

In order to comprehend how customers make
decisions, this study used a quantitative method with
an emphasis on the framing impact. A structured
questionnaire was the main tool utilized. A total
of 198 participants were recruited for this study.
The sample comprised both males and females.

Participants belonged to the Generation Z, aged
between 18 to 26 years and all were students of
Economics Faculty.

To understand the influence of framing on purchas-
ing decisions, two versions of the questionnaire were
developed. One version had a positive framing for
each product, while the other had a negative framing.
Participants were randomly assigned to one of the
two versions, ensuring that the effects of framing
could be isolated and examined.

Logistic regression analyses were carried out to
investigate the effects of framing and gender on the
likelihood of product purchase. For binary outcome
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logistic regression is particularly well suited. The
framing (positive or negative) and gender were the
independent variables in models. The p-value was
used to assess each independent variable’s signif-
icance, with a cutoff of 0.05. This threshold was
used to determine whether variables were statistically

significant for determining the likelihood of a product
purchase. Furthermore, the percentage of cases that
the models accurately predicted was used to evaluate
their predictive ability. The explanatory power of the
model was evaluated at a 60% threshold.

3 RESULTS

Tab. 1: Results of logit regression each of the products

Product Constant Framing Coef Gender Coef Framing p-value Gender p-value % Predicted
Meat −0.982 1.069 0.97 0.0005 0.0017 64.65%
Cleaner −1.379 2.206 −0.362 <0.0001 0.2986 74.24%
Apple 0.954 0.468 −0.09 0.1763 0.7924 75.25%
Milk 0.837 −0.312 −0.253 0.3043 0.4079 64.14%
Coffee 0.462 −1.249 0.015 <0.0001 0.9618 64.65%
Mattress −0.389 −0.171 0.651 0.5655 0.029 58.08%

4 CONCLUSIONS

In this study, we focused on the impact of both
positive and negative framing to better understand
Generation Z customer choices to buy utilitarian
products.

As attribute framing was used for the first three
goods, we anticipated that positive framing would
have a stronger impact on consumer choices based
on the body of existing literature. This anticipation
was somewhat supported by our results, particularly
for “Meat (Mäso)” and “Cleaner (Čistič)”. The item
“Apple (Jablko)” broke from this pattern, showing

that neither framing nor gender had a significant
impact.

On the other hand, we anticipated that negative
framing would predominate in the case of the last
three goods, where goal framing was applied. The
outcomes for “Coffee (Káva)” met this prediction,
demonstrating the potency of negative framing. How-
ever, the results for “Milk (Mlieko)” and “Mattress
(Matrac)” were more complex and did not quite
match our expectations based on earlier investiga-
tions.
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1 INTRODUCTION

Today, the digitalization of tourism and destination
management plays a key role in increasing the com-
petitiveness of tourist areas and is also undeniably
one of the most important sectors of visitor services
at the moment. In the context of university research,
this study analyses the association between the level
of digitisation of six regional destination companies
in the South Moravian Region and the level of visitor
satisfaction in mid-2022.

The aim of this research work is to test whether
a higher level of digitisation of a given destination

means a higher satisfaction of visitors to that desti-
nation. To achieve this goal, we collected primary
data through a face-to-face questionnaire survey
conducted in the main tourist season of 2022 in
selected tourist locations in South Moravia.

One of the key components of the research was
also the creation of an evaluation scale of destination
companies’ websites, which allowed us to objectively
assess their digital presentation and accessibility of
information for visitors.

2 MATERIAL AND METHODS

In order to achieve the set objectives, we used a
comprehensive methodology that included primary
data collection in the form of a face to face ques-
tionnaire survey, which was conducted in the main
tourist season of 2022 in selected tourist destinations
in South Moravia. The questionnaires were carefully
constructed to ensure that the responses received
best reflected the digital products and services
provided within the destinations.

The analysis phase involved a thorough selection
and sorting of the questionnaire responses, focusing
exclusively on information related to digital aspects.

This data was further subjected to basic statistical
methods in order to identify possible links between
the digitalisation of destinations and visitor satisfac-
tion levels.

Approximately 360 questionnaires were collected
in each tourist area. In the area of Brno and its
surroundings, approximately 450 questionnaires were
collected due to the inclusion of tourist destinations
within the city of Brno. This paper deals with a
dataset containing 1920 questionnaires.

As another source of data, we approached the
regional destination companies of the South Mora-



34 Marek Grill, Samuel Sakala and Šimon Balga

vian Region, five out of six of which participated
by completing a specific questionnaire focused on
the evaluation of work and readiness in the area of
digital resources and services provided in the online
environment.

The interviews were scored and subsequently
processed in the analytics software Atlas, which

provided further valuable insights and an assessment
of the digital approach within the destinations.

As part of the analysis of the destination man-
agement companies’ websites, a rating scale was
created to give us a comprehensive view of the digital
presence of these destinations, as well as allowing for
comparison between respondents.

3 RESULTS

Ratings were made on a scale of 1 (best) to 5 (worst).
Znojmo and Podyjí received the best average rating.
On the other hand, the Pálava and LVA regions
and the Moravian Karst and surroundings received
lower average ratings, which may indicate the need
to improve digital services in these destinations.
Overall, the results suggest that there is room for
improvement of digital services and their adaptation
to the needs of visitors in South Moravian tourist
areas.

We also conducted guided interviews with DMO
representatives to supplement the questionnaire

data. We coded the transcripts in ATLAS.ti, which
helped us understand their issues and priorities. We
found that DMOs have different approaches to digital
tools.

In the last section, we found a high correlation
between website quality and information uptake. In
content analysis and technology analysis, the site
scored highest. The display of user reviews needs to
be improved. There are differences in user friendliness
and usability. WCAG principles are not sufficiently
met and new EU legislation from 2024 may therefore
pose a risk.

4 CONCLUSIONS

The conclusion of the research suggests important
insights into visitor satisfaction with digital services
in different tourist areas. Overall, it suggests that
there is room for improving digital services and
adapting them to the needs of visitors in South
Moravian tourist areas.

Overall, it can be concluded that the digitalisation
of tourism in South Moravia is still in the process of

improvement and there is room for further innovation
and optimisation of digital services, especially in
regions with lower ratings. Improvements in terms
of technology, accessibility and website content can
lead to higher visitor satisfaction and enhance the
attractiveness of this tourist destination.
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1 INTRODUCTION

This study delves into the various factors that influence
business start-ups, extending beyond the scope of merely
the business plan, product, or target market. It under-
scores the profound impact of a founder’s background,
origins, and life experiences, all of which collectively mold
the entrepreneurial personality, thereby swaying business
outcomes. The research differentiates between innate
factors, those intrinsic qualities determined by one’s birth
and individual nature, and experiential factors that are

sculpted by the entrepreneur’s life circumstances and
environmental interactions. Subsequent sections elucidate
the personality traits pivotal to entrepreneurial success,
buttressed by insights from trait research. In summation,
the research amplifies the critical role of these diverse
influencing elements in business inception and advocates
for a more nuanced exploration of personality traits within
start-up advisory contexts, aiming to forestall potential
business downtrends.

2 MATERIAL AND METHODS

The literature review method hinged primarily on sources
from Google Scholar, enriched with pertinent books and
articles from established publications. A precise array
of keywords guided the search strategy, securing an
exhaustive aggregation of relevant literature. Although
the inquiry didn’t confine traits-related topics to a
specific timeframe, it concentrated on literature from 1991
to 2021 for other themes, prioritizing current insights.
The literature consolidation centered on unchangeable
factors pivotal to entrepreneurial triumph, encompassing
age, gender, health, and cultural considerations. This

compilation underwent a systematic scrutiny to distill
recurrent themes and patterns, deepening the exploration
into the entrepreneurial persona’s influential factors.
The study synthesized these insights, forging a holistic
comprehension of the subject matter to respond to the
research queries. By adopting a systematic literature
review approach, this study probes the multitude of
elements bearing on entrepreneurial dispositions and con-
sequent business performance, ensuring methodological
rigor through the subsequent analysis steps.

3 RESULTS

The complex influences that mold entrepreneurial per-
sonalities and outcomes are intricately tied to factors
extending beyond immediate personal control or change.
One prominent factor is age, with studies indicating

that older entrepreneurs tend to have a higher rate of
business success and longevity, likely attributable to their
accumulated life experiences and established professional
networks (Zhao et al. 2021, S. 1–20). Generational
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shifts also impact entrepreneurship, as the intrinsic
values and societal priorities characteristic of different
generations—particularly evident in Generation Y1, —
shape entrepreneurial objectives and strategies (Layr und
Bäumel 2020, S. 1–48).

Gender disparities pose challenges in the en-
trepreneurial landscape, notably for women, who often
encounter greater financial hurdles. Furthermore, research
indicates that women entrepreneurs frequently prioritize
achieving a work-life balance, which can influence their
business strategies and objectives differently compared to
those who may prioritize financial gain (see Käufer und
Conell 2020, S. 1–32). Managing health, a critical aspect
often overlooked, bears similarities to the challenges
encountered by elite athletes; entrepreneurs frequently
compromise their well-being due to intense work-related
demands, potentially impacting their venture’s success
(Alstete 2008, S. 584–594; Rau et al. 2008, S. 115–125).

Family dynamics serve as a double-edged sword in en-
trepreneurship: while a stable home environment, positive
role models, and inherited social capital can substantially
bolster entrepreneurial efforts, dependencies or internal
family conflicts pose significant risks (Parasuraman et al.
1996, S. 275–300). Entrepreneurial trends are additionally
shaped by cultural, regional, and governmental contexts,
wherein certain environments encourage a thriving en-
trepreneurial culture, whereas others hinder it through
restrictive norms or insufficient support mechanisms (Röhl
2016, S. 1–41).

Ultimately, while inherent personality traits such as
innovativeness, resilience, and openness are common
among successful entrepreneurs, they do not singularly
predict success (Herron 1994, S. 1–101). These traits,
part of a broader, intricate array of factors, highlight
the complexity of the entrepreneurial journey—a path
defined by the interplay between innate characteristics
and external forces.

4 CONCLUSIONS

This research highlights the complexity of factors con-
tributing to entrepreneurial success, extending beyond
innate traits to encompass generational, societal, and
environmental influences. The findings indicate that
traditional measures of entrepreneurial potential—such
as inherent personality traits—are insufficient predictors
of success, given the impactful role of external factors.
Therefore, startup consulting requires a holistic approach,
acknowledging the multifaceted nature of entrepreneur-

ship. It suggests the necessity for a support system that
considers broader personal and societal dynamics, enhanc-
ing an entrepreneur’s capacity to navigate challenges and
reducing the likelihood of business failure. This nuanced
understanding advocates for a more comprehensive form of
entrepreneurial guidance, prioritizing individual context
and environmental nuances over conventional, trait-
focused advisement.
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1 INTRODUCTION

Value added tax (“VAT”) is one of the most impor-
tant tax revenues in all countries of the European
Union (“EU”). However, it is often linked to and
threatened by tax evasion. According to 2020 EU
estimates, the total loss due to tax evasion was €93
billion, representing a loss to EU member states’
public budgets of €3,000 for every second of 2020
[1].

When studying tax evasion and trying to improve
the efficiency of tax collection, the tax gap can
provide a lot of important information. In the case of
VAT, it is the VAT gap that becomes an indicator
of tax evasion [2], even though its extent is not
only affected by tax evasion. The VAT gap includes

the loss of tax revenue due to tax fraud, but also
bankruptcies, insolvency of taxpayers and errors in
calculating tax liability [3].

In this research, the VAT gap is calculated in
selected EU Member States for period 2009–2021.
The time series was also chosen in view of the gradual
enlargement of the EU, with the last post-communist
countries of the former Eastern bloc joining the EU
in 2007, marking the conclusion of one of the largest
EU enlargements. Thus, 23 member countries are
participating in the survey; some countries had to be
excluded from the survey due to the unavailability of
certain input data.

2 MATERIAL AND METHODS

The MIMIC (multiple indicators multiple causes)
model is based on the statistical theory of the
unobserved variable; which is measured by multiple
measurable causes and indicators. Multiple causes
lead to inefficient VAT collection, while multiple
indicators of the presence of this inefficiency can be
observed.

The MIMIC model is a specific type of structural
equations model and consists of two models, a
structural model and a measurement model. In a
structural model, the latent variable is the depen-

dent variable that is influenced by the measurable
variables entering the model (causes). In this model,
unemployment, gross capital formation, openess of
the economy, index of economy freedom, general
government expenditure, final consumption and e-
government development index (EGDI) are causes.
For the measurement model, the hidden variable is
independent, while the measurable variables entering
(indicators) the model are dependent on it. Growth
of GDP per capita and VAT revenue are indicators
of this model. In short, the first step is to confirm
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or refute the hypotheses indicating the relationship
between the VAT gap (hidden variable) and its
causes and indicators. Once this relationship is
confirmed by the MIMIC model, the MIMIC index
will be calculated according to the structural model
equation, which is presented as equation 1.

η̃t = γx1t + γx2t + . . .+ γxqt. (1)

The MIMIC index expresses only the relative evo-
lution of the latent variable, in this case the VAT
gap. In order to calibrate relative values to absolute
values, a base variable determined by another method
must be used. In this research, the baseline variable
was the VAT gap estimate for 2008 by Barbone et al.
[4].

3 RESULTS

The resulting MIMIC model contains only those
variables, which are significant on 5% level or less.
Both indicators in final model, VAT revenue and
GDP per capita, are significant at 1% level. Final
model contains openess of economy, EGDI, final
consumption, gross capital formation and general
government expenditure as significant causes. These
significant causes formulated MIMIC index, which
estimated the year-on-year evolution of the VAT gap
as function of changes in significant variables.

For this period 2009–2021 the lowest values are
estimated for the Netherlands and Sweden, while the
highest VAT gap value is estimated for Romania.
However, this value exceeds the second highest VAT
gap by 7 percentage points. The second highest
VAT gap is estimated in Slovakia and Greece.
Most transition economies are clustered in the third
quartile, with the exception of Poland, whose average
VAT gap of 9% puts it in the first quartile, overtaking
developed EU countries such as Germany, Austria
and Belgium.

4 CONCLUSIONS

The MIMIC model was used to quantify the VAT gap
in selected EU Member States for period 2009–2021.
Over this period the VAT gap has been more or less
stable, with the exception of 2010 and 2011, when
the VAT gap grew by about 3–4 percentage points,
expecially in transitive countries.

Statistically significant causes of VAT gap include
final consumption, general government expenditures,
openness of the economy, gross capital formation and
EGDI. Recommendations on the further development

of indirect tax policy should have reflected the
statistically significant sources of inefficiencies in
VAT collection. The recommendation arising from
this research is to focus more on the digitisation
of tax offices and public administration as a whole;
digitisation will lead to an increase in the efficiency
of VAT collection. Digitisation can also simplify
cooperation between Member States’ tax authorities,
which can help eliminate the factor openness of the
economy.
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1 INTRODUCTION

Technology advancement in human genetics provides
us with wealthy genome sequencing data which are
accessible on public platforms. The rising necessity
of efficient storage, management and analysis of
Human genome has risen with the introduction of
Telomere-To-Telomere (T2T) human genome project
which marks the completion of the first gapless

sequence of a human genome [1]. The project helps to
improve understanding of complex genomic regions
such as telomeres, centromeres or G-quadruplexes
[2]. Acquiring and processing human whole-genome
sequencing data is financially demanding, so the focus
is on developing data formats and software that can
handle whole-genome sequencing.

2 MATERIAL AND METHODS

In order to talk about the processing of the T2T
human genome, we need to specify the parts that
will be stored. A genome is the whole of the genetic
information of an organism (in this case a human
being). Each genome then consists of four nucleotides
– Adenine, Guanine, Cytosine and Thymine – which
are represented with letters A, C, T, G. Each human
chromosome is represented in this way as a text file
ready to be processed with additional metadata such
as genes or various nucleic acid structures which are
identified by location in specified genome.

The main challenges in large-scale genomic data
storage are database selection – identifying the
use case of data access and maintenance, data
compression and optimisation of the data stored
in the database, this includes data extraction and
the process of manipulating the raw genomic data,
workflow management and streamlining – means of
modifying the data (facilitating the data manipula-
tion process for the end users).
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3 RESULTS

Dealing efficiently with large amounts of genomic
data is key to advancing genomic research and
getting to the genomic information you need quickly.
Our study looked at several important factors when
working with genomic data, such as how quickly new
genomic annotations can be added and how quickly
multiple regions of chromosomes can be selected
and accessed. Among the various databases we
looked at, NoSQL databases, particularly columnar
databases like Apache Cassandra, stood out as
performing better in key areas that are critical
for managing and working with genomic data. [3].
There are several methods for compressing genomic
data without losing information, but our analysis
showed that compressing and then decompressing
the entire dataset doesn’t really help to get to
the data faster. This is mainly because the specific
genomic structures we are interested in are only

small portions (tens of thousands of nucleotides)
of the original chromosome, making the cost of
decompression higher than simply retrieving the data
from NoSQL databases. To get around this, we
aim to reduce the size of the input data (such as
annotations and genes) by converting the text data
to the FASTQ file format and then moving it into the
database through well-designed workflows. [4]. This
setup ensures that the end user doesn’t notice any
difference and can easily update the pipelines with
any newly discovered annotations or genes, which
are then updated in the databases. The workflows
we have set up provide a powerful way of updating
the databases with new genomic knowledge, ensuring
that the databases remain up to date and that data
retrieval remains fast. The API for communicating
with the databases is available at https://github.
com/jan-havlik/dnarchive-server.

4 CONCLUSIONS

In large-scale genomic projects such as T2T, efficient
data management and fast data retrieval are crucial.
Our study favoured NoSQL databases, particularly
Cassandra and MongoDB, for better data storage
and retrieval. The use of data compression using the

FASTQ format during data extraction improved data
throughput for users of the DNArchive database.
This approach simplifies data workflows, making
genomic data analysis in the T2T project more
efficient and accessible.
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1 INTRODUCTION

Consumer behavior and responsibility are integral to
lifestyles. Human activities impact the environment,
prompting increased scrutiny and concern over their
adverse effects. Urgent intervention in modern lifestyles
and consumer behaviors is needed to promote responsible
and balanced living, as sustainable development relies on
environmentally conscious consumer actions (Lubowiecki-
Vikuk et al., 2021). Sustainable consumer behavior encom-
passes environmental and economic aspects, emphasizing
responsible choices and eco-friendly living (Binder and
Blankenberg, 2017).

Sustainable consumption, defined at the 1994 Oslo
symposium, involves meeting human needs while im-
proving quality of life, minimizing environmental impact,
increasing renewable energy use, and reducing waste and
emissions (Šajn, 2020). The United Nations’ sustainability
concept prioritizes present needs without jeopardizing
future generations’ well-being (United Nations, 2023).
To address sustainable consumer behavior, considerations
encompass sustainable and healthy eating habits, such as
food selection, consumption, and disposal. Food produc-
tion significantly impacts water usage, land utilization,

and greenhouse gas emissions (Kawasaki et al., 2023).
Promoting sustainable practices, like eco-friendly eating
and responsible food handling, can reduce health and
environmental burdens (Springmann et al., 2020).

When purchasing food, various factors and motivators
influence consumer behavior, including emotional intelli-
gence. Emotional intelligence relates to online shopping
behavior, with emotionally intelligent consumers seeking
practical shopping value and greater satisfaction (Lim et
al., 2020). Enhanced technology use can positively impact
the environment, particularly in online shopping (Wang et
al., 2022). Governments, individuals, and businesses must
responsibly promote and accelerate technology adoption
while minimizing environmental consequences.

The goal of this research is to apply the Theory of
Planned Behavior to create a model identifying key factors
that influence consumers in their preferences and attitudes
toward sustainable food consumption. Additionally, the
study aims to investigate consumers’ perception of the
necessity of sustainable food consumption and their views
on the issue of food waste.

2 MATERIAL AND METHODS

The Theory of Planned Behavior by Icek Ajzen underlies
this study, explaining consumer purchase intentions. It
posits that intention is a function of attitudes, sub-
jective norms, and perceived behavioral control (Ajzen,
1991, 2015). Consumer attitudes influence their purchase

intentions, with different attitudes toward products af-
fecting consumer decisions under varying circumstances
(Udoimeh, 2015). To construct the Theory of Planned
Behavior model, primary data will be collected via a
questionnaire survey conducted by an agency. The survey
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focuses on consumer behavior and sustainability, using
a representative sample based on age and education

level quotas. The survey targets the Czech Republic’s
population.

3 RESULTS

The outcome of this article will be a theoretical model of
planned behavior that addresses consumer behavior and
its relationship to sustainability.

4 CONCLUSIONS

The results of the modeling will be compared with
previous studies that have explored similar topics. For
example, research by Alama et al. (2020) demonstrated
that subjective (social) norms, perceived value, perceived
behavioral control, and attitude significantly influence the
intention to behave sustainably in food. Additionally,
Soorani and Ahmadvand (2019) addressed this issue,

showing that attitude toward behavior, perceived behav-
ioral control, and feelings of guilt were driving forces
behind food consumption management and avoidance of
food waste generation. Veselá et al. (2023) recommends
educating consumers in food consumption planning to
make their purchases a conscious rather than impulsive
activity.
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1 INTRODUCTION

The significance of performance management in the
field of tax consulting can be effectively explored. It is
evident that the primary objective of a company lies
in delivering value through its products or services
to its customers. By maximizing efficiency and
delivering tangible benefits to customers, a company
generates a service that customers are willing to
compensate for. To optimize customer benefits and
ensure competitiveness, it is essential for companies
to effectively utilize production factors. These factors
traditionally include labor, land, and capital, as
defined by economic theory. Efficient utilization of
these production factors enables effective production
and the sustained existence of the company within
the market. Economists widely agree that complete

substitution of any of the aforementioned production
factors is challenging to achieve. Empirical research
on the Wicksell-Cob-Douglas production function,
considering the limits and elasticity of production
factors, supports this notion. Attempting to fully
replace any of the factors—labor, land, or capital—
inevitably leads to diminishing returns and the
eventual depletion of profits. Given the impossibility
of complete substitution, it becomes crucial for
enterprises to strive for the optimal utilization of each
production factor. This article focuses exclusively on
the utilization of the labor factor. It addresses the
importance of performance management in efficiently
harnessing this production factor within an organiza-
tion.

2 MATERIAL AND METHODS

The purpose of this article is to answer the following
research question: “What is the significance of the
performance management system in tax consulting?”.
In order to answer the proposed research question, an
extensive literature search and a qualitative literature
analysis according to Mayring were carried out. For
this purpose, the following databases respectively
library catalogues were used for literature research:

SpringerLink, SCOPUS, JSTOR, ABS Academic
Journal Quality Guide, PROQuest, EBSCO Host,
Google Scholar, Google Search. Different search
terms associated with the research question were
identified and used. A qualitative content analysis
of existing literature, categorizing and coding the
information for systematic analysis were conducted
by use of MaxQDA software.
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3 RESULTS

This literature review explored the significance of
performance management in tax consulting firms
and addressed the research question of the im-
portance of the performance management system
in this context. The findings highlight the crucial
role of performance management in maximizing
performance, enhancing employee motivation, and
gaining competitive advantages in tax consulting.
The measurement and evaluation of employee per-
formance through performance appraisal systems
were identified as essential aspects of performance
management. Objectively capturing and assessing
employee performance allows for fair recognition and
can drive improved performance. Regular feedback
was also emphasized as a means to continuously
enhance employee performance and address areas for
development. Strategic goal setting was recognized
as another relevant aspect of performance manage-

ment in tax consulting. Clear goal definition and
metrics enable better monitoring of performance
outcomes and facilitate progress tracking. Aligning
performance management with the long-term goals of
the company can motivate employees to focus their
efforts on achieving those objectives. Continuous
competence development emerged as a critical factor
in effective performance management. Implementing
training and development programs ensures that
employees possess up-to-date knowledge and skills,
enabling them to adapt to the ever-changing de-
mands of the tax industry. Overall, performance
management plays a vital role in tax consulting firms.
By implementing performance appraisal systems,
providing regular feedback, setting strategic goals,
and promoting continuous competence development,
companies can enhance their performance, employee
motivation, and competitive edge.

4 CONCLUSIONS

This literature review provides substantial evi-
dence supporting the significance of performance
management in tax consulting. Understanding and
effectively implementing performance management
practices can contribute to the success and growth
of tax consulting firms, ensuring their continued

competitiveness in the market. Further research in
this area can explore specific strategies and best
practices to optimize performance management in
the context of tax consulting. Only the newest
references were listed in this extended abstract.
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1 INTRODUCTION

The Global financial crisis of 2007–2009 was the most
significant financial crisis to have occurred since the
Great Depression of 1929 [1]. The banks have abused
the trust of their customers because they acted
without business ethics and specifically without the
morals of the honourable merchant [2]. In the recent
years Corporate social responsibility (CSR) has been
gaining interest from the financial sector. The study
aims to understand which CSR initiatives are crucial
for German bank customers with a focus on the
Millennials, which specific CSR measures build trust
in the bank and how this affects the marketing
output corporate reputation. The President of KIT
(Karlsruhe Institute of Technology) said on the

occasion of the upcoming KIT Science Week from 10
to 15 October 2023 that the concern for a liveable,
stable, secure and peaceful future is burning under
people’s nails [3]. But investments must be made
for climate protection, sustainability and CSR. Are
people willing to pay for it? For a long time, the
issue of sustainability passed the financial market by.
But now the financial market has a key role to play,
as banks have been identified as a crucial lever of
transformation. Therefore, it is necessary to break
down from sustainability in general to sustainability
in the financial sector. The transition to a low-carbon
or free economy requires high investments.

2 MATERIAL AND METHODS

Relevant literature was searched and only sources
that met the generally applicable scientific require-
ments for the level of detail and quality of the
elaboration were classified as relevant, preferably not
older than 10 years as well as from professional
non-journal sources. Non-peer-reviewed articles were
excluded and only papers written in English and Ger-
man were considered. Publicly accessible databases

such as Google Scholar were searched and then the
Scopus and Web of Science databases, which are
available to students of the Mendel University of
Brno and furthermore the library of the KIT Library
(Karlsruhe Institute of Technology). This literature
has been coded with the MaxQDA software. For
this purpose main codes and subcodes were defined
inductively and deductively The gained information
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through the detailed revision of current literature
by means of a qualitative content analysis according

to Mayring and Frenzl will allow to establish an
overview of the status quo in research.

3 RESULTS

The available research concerning the field of CSR in
the banking industry is plentiful for a lot of different
countries that shows the immense importance of
this issue for academics as well as for business
managers. Relevant studies were found from Bahrein,
Greek, India, Italy, Peru, Romania, Spain, Zambia,
Southern Europe, a global study in 18 countries
and a study among the Islamic banking industry.

The studies have different focuses, such as showing
differences in CSR between different types of banks,
or differences in demographics, while others examine
the impact of long-term relationships with clients,
some of them are concerned with the developing
countries others are comparing different countries.
Only four studies were foung dealing with this topic
in Germany and its banking sector.

4 CONCLUSIONS

It is clear from the research that creating a business
strategy based on the concept of CSR presents
a significant opportunity for differentiation and
achieving positive customer outcomes. As customer
and behaviour varies from country to country further
research should be done on this specifics. There

is a need of investigating if there is a difference
between the bank types in Germany where the cradle
of the cooperative bank is. The impact of banking
companies’ CSR activities on consumer behaviour is
a worthwhile topic for study [4].
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1 INTRODUCTION

In the context of regional development, regional
innovation systems (RIS) represent an important
element that brings together different actors, includ-
ing businesses, scientific institutions, governmental
bodies and other stakeholders in a region, to promote
economic growth and the diffusion of innovation [1].
In today’s globalised world, RIS are increasingly
important as they play a key role in creating
competitive regions and sustainable economies. A
fundamental prerequisite for the successful and
effective functioning of regional innovation systems
is mutual trust and commitment among its actors

[2]. Trust forms the core of collaboration between
research, innovation and business actors and creates
an environment in which opportunities can be better
identified, problems solved and innovative solutions
can be co-created that contribute to the development
of the region. According to Idris et al. [3] mutual trust
among innovation ecosystem actors is an important
aspect that influences their performance and success,
and thus it is essential to explore the mutual
willingness to collaborate and spread knowledge that
will stimulate economic growth and competitiveness
of the region.

2 MATERIAL AND METHODS

Trust (composed of commitment and willingness to
share knowledge) is a fundamental condition for a
successful innovation system in the region. The au-
thor’s aim is to identify and assess the trust between
the different RIS actors to share knowledge and
collaborate with each other through an appropriately
chosen methodology. In order to fulfill the goal, it will
be necessary to correctly identify the members of the
RIS and then obtain data indicating mutual trust
between the members of the innovation ecosystem.
For this reason, the most successful RIS in the Czech
Republic – the RIS of the South Moravian Region

– has been selected and will be the focus of the
study, in cooperation with JIC (South Moravian
Innovation Centre), which integrates the actors of the
innovation ecosystem, analyses data for the RIS of
the South Moravian Region and creates development
strategies for its successful development. In order to
achieve the objective, a questionnaire survey will be
conducted among nearly 500 subjects of the JMK
RIS, which will be carried out by electronic data
collection. Respondents can be divided into three
groups – private sector (SMs, start-ups, companies),
public sector (Regional Authority of the South
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Moravian Region, Statutory City of Brno, etc.), and
academic sector (Universities). The questions in the
questionnaire will primarily ask:
1. How actors evaluate each other’s competences in

the field of Innovation.

2. What is the general level of willingness of actors
to share experiences and informations and to
cooperate?

3. To what extent do members of the innovation
ecosystem trust each other?

3 RESULTS

The results identify the role of trust between actors
in the regional innovation system leading to mutual
cooperation and sharing of knowledge and experi-
ence. The evaluation of the questionnaire survey will
reveal, for example:
• Which of the RIS actors is considered to be the

most competent in the field of innovation.
• Which groups can be expected to be most willing

to cooperate and share information.
• Which member of the innovation ecosystem is the

most trusted within the RIS.

• How do the different actors assess the current set-
up of the innovation ecosystem.

• What is the current involvement of RIS members
in innovation creation, collaboration and dissem-
ination of experiences.

The results obtained in this way can contribute to
complement the theory of regional development, at
the same time the data obtained will serve for the
purpose of the JIC company in the preparation of
the Strategy for the Development of the Innovation
Ecosystem of the South Moravian Region for 2024.

4 CONCLUSIONS

One of the modern theories of regional development
is the so-called “regional innovation systems theory”,
which understands a successful innovation ecosystem
in a region as a set of actors cooperating to create
innovation and disseminate knowledge. This paper
will contribute to this theory by identifying the role

of trust in these ecosystems and the extent to which
actors are willing to cooperate and share knowledge.
Trust and cooperation between innovation ecosystem
actors is the key to a competitive region and its
economic growth.
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1 INTRODUCTION

Particularly in recent years, ESG has gained impor-
tance in the private, business and political spheres.
Companies are adapting their strategies accordingly,
and investors are rewarding this through noticeably
increased inflows into ESG oriented financial prod-
ucts over the past decade [1]. However, the extent
to which outperformance from increased inflows into
sustainable companies is leading to overvaluation and

a potential bubble in the market [1], and what impact
ESG performance actually has on corporate financial
performance, is currently being debated in the capital
markets [2]. The objective of this paper is therefore
to show the extent to which ESG valuation leads
to different performance of the main components of
returns, paying attention to regional differences and
the influence of other company specific factors.

2 MATERIAL AND METHODS

This study is based on company data from 43,061
companies listed on the stock exchange from a total
of 49 countries worldwide (excluding financial compa-
nies). The data was collected monthly for a period of
10 years from 2011-2021 by Refinitiv Datastream and
includes the ESG score from Refinitiv Eikon. Data
cleaning and analysis was performed using STATA.
To determine the impact of ESG performance on
corporate return differentials, a return decomposition
model from MSCI is used [2]. In the model, total
stock return is decomposed into three components:
1. change in P/E ratio, 2. earnings growth, and
3. reinvestment return consisting of dividend yield.
For this purpose, the total sample is divided into
equally weighted terciles according to the ESG score
(esg group 1 = lowest ratings to esg group 3 =
highest ratings). In addition, esg group 0 represents

all companies without an ESG rating for comparison.
In order to show the development of the returns, the
active return (the alpha) and the change in returns
are also examined. All variables were cumulated and
annualized. Since it has already been demonstrated
in the literature that there is a correlation between
company quality and size and ESG score [2], which
is also reflected in this sample, a neutralized ESG
score was constructed for comparison to remove
these explanatory factors. For this purpose, following
the procedure of Giese et al. [2], the ESG scores
were regressed against the quality indicator return
on equity (roe) and the size of the companies
(logarithm of market capitalization). The residuals
of the regression were used as a neutral ESG score
to construct the ESG terciles. The results of this
comparison are shown in Table 1.
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3 RESULTS

Tab. 1: Fundamental active return decomposition of esg groups (for total and neutral esg score)

The results of the return decomposition with the
normal ESG score show that during the period under
review, especially companies with a medium and high
ESG rating outperformed the benchmark (1.59% and
0.90% alpha) and showed significant return growth,
as generally higher earnings growth was recorded
and higher reinvestment returns than the companies
with low or no ESG rating, while however the P/E
development was more negative. Comparing these
results with those using the neutralized ESG score,

it is noticeable that the outperformance, measured
in alpha, of the medium and high ESG rated
companies relative to those with no rating is lower
than before (0.43% and 0.16% alpha), that even low
rated companies slightly outperform those in group
3 (0.18% alpha). Again, the main reason for the
active return of ESG companies seems to be the
disproportionate earnings growth and reinvestsment
return. These results are also robust for the regions
Europe, USA and Australasia.

4 CONCLUSIONS

The analyses show that the outperformance of
companies with high and medium ESG scores is
not driven by rising valuation levels (P/E ratio
development), but rather by above-average earnings
growth and reinvestment return (dividend yield)
and thus provides an economic explanation. This
contradicts the assumption of an ESG bubble in the
market, since then the valuation of these companies,
measured in P/E ratio development, should also have
tended to rise [2], however, a stronger increase in
earnings than in the stock price can be seen here.
The analyses further show that the outperformance
of ESG rated companies is also the result of the

eliminated factors of quality and size, although a
part is still explained by the ESG rating. However,
this shows the dependence of the effect of ESG
ratings in relation to other factors, which is why
the influence of ESG ratings on returns should
be considered as differentiated as possible. Overall,
it has been found that companies with an ESG
rating, especially in the mid-range segment, had a
better active return compared to the overall market
during the study period, both overall and in different
regions, compared to companies without an ESG
rating.
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1 INTRODUCTION

The processes, technologies and tools provided in a
company to enable an access to and a propagation
of data are described as data management. [1]
Regarding Wilkinson Et al. the data management
should to follow the FAIR principles, categorizing
the data as Findable, Accessible, Interoperable and
Reuseable. [2]

Usually a data warehouse system is implementing
the requirements for FAIR data and therefore is

often a key part in data management, especially in
larger companies. Due to a proven lack of data driven
decision-making in companies of the manufacturing
sector [3], the target of this case study is to
analyze the data usage of manufacturing companies
compared to other divisions like logistics and sales
within a corporate group.

2 MATERIAL AND METHODS

The collected and analysed dataset consists of 2.3
million data lines collected between end of January
2019 and February 2023. The data represents the
accesses of 1,973 users out of 80 legal entities to
the corporate data warehouse of a globally operating
corporation. All data has been processed according
to a lifecycle of privacy data procedure following the
recommendations described in the standard ITU-T
X.1148. [4] The material is chosen that way, because
the data is categorized to be FAIR and due to a large
portion of standardized processes within the specific
legal entities, it is also possible to conclude from

results of specific entities to possibile usage in other
entitities. It is also possible to separate especially
the manufacturing entities in groups regarding the
main production technology to research possible links
between process complexity and the extent of data
usage. Due to some influencers, which falsified the
data, a subset had to be defined. For example in 2019
a restructuring of the factories happened. During this
process some factories have been closed down, which
leads to a wrong picture of data usage per users per
plant. Therefore it was decided to only use the years,
which are fully covered by the statistics, 2020 to 2022.
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3 RESULTS

The collected and analysed data is providing insights
into the validity of the assumption, that manufac-
turing companies are lacking of data driven decision-
making processes. The base measures taken into
consideration are number of users and number of
sessions. Additionally the number of sessions per
user and the respective shares where calculated.
From overall perspective for the defined subset of
the years 2020 to 2022, manufacturing companies
seem to have a lower data consumption rate then
non-manufacturing companies. The number of users

are comparatevely to the share of legal entities,
but the number of sessions and followed also the
sessions per users are far below average. But when
grouping the sessions by the production technology
used in the plants, it is obvious, that the data
usage increases correlating to the complexity of the
production process. The number of sessions per user
in the plants with the most complex processes is
even outgoing the rate of the non-manufacturing
companies.

4 CONCLUSIONS

The collected and researched data shows that man-
ufacturing companies tend to not use available data
in the extent non-manufacturing companies do. This
finding needs to be differentiated as there is a
clear discrepancy between manufacturers with a low
complexity in their processes and the ones with a
higher complexity. Especially the years 2020 and
following are interesting to analyse deeper to research

the effects of increasing raw material prices and the
accompanied need to reduce waste and other material
costs on the data usage. Additionally, in a next step
the collected data is analyzed more detailed, espe-
cially reagarding differences in the specific factories
and correlations on how their performance develops
in relation to the data usages.
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1 INTRODUCTION

One of the primary ways in which governments sup-
port the labor market is through the effective design
of supportive tools and policies. These tools aim to
reduce negative social and economic consequences,
particularly for vulnerable groups in the labor
market. The COVID-19 pandemic has led to renewed
interest in supportive programs aimed at increasing
labor market stability. Many countries, including the
Visegrad Group (V4) countries, have introduced new
measures and programs to support the labor market.
For example, in Poland, in 2018, there were nearly
2.9 million people with disabilities over the age of
18, accounting for approximately 10.3% of the Polish
working-age population. The Polish government in-
troduced various measures and programs to support
the employment of these individuals, including wage
subsidies, reimbursement of workplace adjustments,
training for employees with disabilities, and sup-

port for personal assistants. These programs are
supported by the State Fund for the Rehabilitation
of the Disabled (Państwowy Fundusz Rehabilitacji
Osób Niepełnosprawnych/PFRON). Similarly, in the
Czech Republic, the number of companies striving
to employ individuals with disabilities is on the
rise. In the Czech Republic, these individuals have
the opportunity to utilize retraining, vocational
rehabilitation, and other support programs. There is
also financial support for employers who hire people
with disabilities. The maximum amount of financial
support for employing individuals with disabilities
was increased in 2022. Employers are also eligible
for tax incentives and other support measures. The
labor market in the Visegrad Group countries, which
includes Poland, the Czech Republic, Hungary, and
Slovakia, is evolving dynamically.

2 MATERIAL AND METHODS

For the research, 8 companies were approached.
Internal company data from the Czech Republic,
Slovakia, and Hungary were utilized. The data

pertained to companies with up to 15,000 employees.
A custom income equation was formulated, which
calculates based on company data. The equation’s
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output is the company’s income from supportive
tools of state social policy and the performance of
employees with disabilities. The resulting equation

underwent development through application-related
changes.

3 RESULTS

The results of the study demonstrate the advan-
tages for companies in employing individuals with
disabilities and the extent of state support’s impact
on the labor market. This support is capable of
correcting and increasing the demand of companies
for this group of individuals in the job market.
Income equation modified for corporations with

hourly customer billing:

ZZ = [(PZ − NZ) · DZP]

ZZ = [(F·H)−(H·O)]+[(CM+N)+(SP+ZPS)]·DZP

This expression describes the difference between
revenue from customers and the costs of employing
a worker over a specified period (data for the same
time frame).

4 CONCLUSIONS

Workforce diversity remains a current topic in
these countries. Diversity in the labor market can
have positive effects, such as increasing creativity
and innovation. However, it also requires effective
management to minimize communication issues and
differences in workers’ values. O’Reilly (1998) Some
countries are introducing programs that support edu-
cation and retraining to enable people to transition to
new job opportunities. The Visegrád Group countries
will need to continue monitoring and adapting their
labor market policies to be able to respond to
current and future challenges, ensuring sustainable

and inclusive development of their labor markets.
(Bogataj et al., 2019) The aim of the study is to
reveal the impact of supportive government measures
on the labor market in practice, specifically focusing
on the size of the resulting effect on corporations
employing workers with disabilities in the respective
countries. The outcome will consist of numerically
supported results of corporate applications in three
of the four Visegrád Group countries (the Czech
Republic, Hungary, and Slovakia). The research also
aims to extend the application results to include the
remaining country, Poland.

5 REFERENCES

[1] Anionwu, E. N., Mulholland, J., Atkins, R.,
Tappern, M., & Franks, P. J. Diversity, attrition
and transition in to nursing: the DATING project
final report. Thames Valley University, London,
2005.

[2] Bogataj, David & Battini, Daria & Calzavara,
Martina & Persona, Alessandro: The ageing
workforce challenge: Investments in collaborative
robots or contribution to pension schemes, from the
multi-echelon perspective. International Journal of
Production Economics, vol. 210 (C), (2019), 97-106.

[3] O’Reilly, C. A., Williams, K. Y., & Barsade,
S. Group demography and innovation: Does
diversity help? M. A. Neale, E. A. Mannix, & D. H.
Gruenfeld, Research on managing groups and teams,
183-207. London: JAI Press, 1998.

[4] Positive trends in the labour market, 2019. In:
Ministry of Family and Social Policy Republic
of Poland [online]. gov.pl [cit.2023-09-25].
Dostupné z: https://www.gov.pl/web/family/
positive-trends-in-the-labour-market



KOSTIC, Marko. 2023. Influence of Tax Advisers on SMEs Non-Compliance in Tax Matters. PEFnet 2023 – 27th

European Scientific Conference of Doctoral Students, pp. 55–57. Mendel University in Brno. ISBN 978-80-7509-944-0.

INFLUENCE OF TAX ADVISERS ON SMES
NON-COMPLIANCE IN TAX MATTERS
Marko Kostic1

1Mendel University in Brno, Czech Republic

KEY WORDS
tax compliance, tax adviser, influence, SME

JEL CODES
L84, M41, H26

1 INTRODUCTION

Taxation is a complex field characterized by con-
stantly changing regulations, high complexity and
high uncertainty, which calls the advice of experts
with specific knowledge and competence. Because
governments impose self-assessment of tax in par-
ticular, the role of external advisers has become
crucial in the complex world of taxation. This is valid
especially for small- and medium-sized enterprises
(SMEs) because they often find themselves struggling
with complying with all regulations and requirements
on the one hand and considering ways to reduce their

tax liabilities on the other hand. Nevertheless, more
than 75% of fiscally audited companies in Germany
had subsequent payments in 2018. In addition a
recent study of the European Paliament’s Policy
Department for Economic, Scientific and Quality of
Life Policies also finds that the identity and role of
tax intermediaries in facilitating tax avoidance are
still unclear [1]. These factors reflect a gap in current
knowledge and a need to shed light on this apparent
inconsistency, which is the key aim of this literature
review study.

2 MATERIAL AND METHODS

Through an examination of existing literature this
study seeks to contribute to the understanding of
how tax advisers influence the SMEs non-compliance
in tax matters. The concrete research questions is:
How plausible is the premise that the primary role
of tax advisers is to prevent SMES from being
non-compliant with tax regulations? The review
comprises two themes that will facilitate answering
the research questions: On the one hand the role of
tax advisers in SMEs, SMEs motives in employing
external tax adviser, and type of support provided to
SMEs. And on the other hand tax adviser’s influence
in SMEs being non-compliant in tax matters.

The review critically appraises reliable sources,
which facilitate answering the research question.
Continually adopted search terms were used such as

‘role of tax advisers’ + ‘SME’, ‘SME motivation’ +
‘tax adviser’, ‘influence accountant tax compliance’,
and ‘SME’ + ‘tax compliance’. The inclusion criteria
are as follows: only quantitavie studies, all assess-
ment methodologies, SME focus, English & German
language studies, relevant empirical studies identified
in reference section of original research identified.
The abstract or introduction was first read to assess
suitability for answering the research questions.
Publications that were relevant and reliable were
then scanned to identify key phrases, appropriate
objectives, major findings and study limitations. The
chosen sources were read line by line to identify
major objectives, methods, key findings and study
limitations.
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3 RESULTS

Due to the intricate and extensive tax rules, growing
number of laws and precedents, and the partially am-
biguous character of the legislation and regulation,
SMEs are becoming more reliant on external assis-
tance. The reasons for employing an external adviser
are heterogeneous and include reducing compliance
costs in regards to time and effort, overcoming
knowledge and work capacity shortages, optimizing
tax liabilities and potential financial penalties, and
utilizing the adviser as intermediary and facilitator
in conflicts and with government authorities.

When it comes to the question of adviser’s cut
in SMEs non-compliance, it can be noted that the
presence of a tax adviser has a substantial impact
on enhancing taxpayer compliance [2]. This holds
true particularly in situations where the legality
is unambiguous as it is found that tax adviser
assist their clients in minimizing unintentional non-
compliance [3] [4]. While taxpayers may rely on

their tax advisers to make judgments on how far
to go [5], it is evident that taxpayers’ preferences
also influence their compliance behavior. And tax
adviser tend to tailor their advice to clients based on
their preferences. Even though tax advisers typically
prioritize their clients’ tax objectives over those of
the tax authorities and are known to be loyal to
their clients when navigating the ambiguous aspects
of tax law, it has been observed that certified advisers
tend to exhibit higher frequency, average levels, and
variation of non-compliance on tax returns compared
to non-certified adviser or to returns being self pre-
pared. This is especially the case in situations where
ambiguity exists. One possible explanation could be
that tax practitioners operate in a highly competitive
market, and their ability to fulfill taxpayers’ requests,
whether they are legal, unlawful, or on the fringes,
may determine their existence.

4 CONCLUSIONS

It can be ascertained that depending on clients
basic preference and attitude tax advisers have
a difference-making influence and their case-by-
case assessment and the corresponding advice could
enhance intentional as well as unintentional non-
compliance behavior, especially if the client exhibits
high risk affinity. Moreover it seems that various
internal factors on advisers’s side influence their

willingness to provide non-conservative advice to
their clients, such as degree of expertise, amount of
experience, competitive market stance and economic
dependence on the respective client. This study also
highlights the significant gap in empirical studies on
the rationale for SMEs to employ tax advisers and
of the relationship between the parties regarding tax
compliance matters.
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1 INTRODUCTION

Geopolitically, Central Asia is currently a very interesting
region, as it is in the sphere of influence of two world
powers. These are specifically Russia and China. China’s
power tool for gaining more influence in the region is
the New Silk Road project. The New Silk Road is a
megalomaniac project of the Chinese government that
will run until 2040. This Chinese project has many levels
of impact, the most significant of which are economic,
political and geopolitical. From the research perspective,

all these levels can be approached through the lens of
political economy. Based on the findings and concepts
of political economy, this contribution will introduce the
theoretical framework to study the possible impacts of
the New Silk Road in the Central Asia. The selected
theoretical concepts are then analyzed further in the
paper like 1. international relations (realist, neoliberal and
constructivist theories), 2. megaprojects, 3. high-speed
railways and 4. globalization.

2 MATERIAL AND METHODS

This paper presents the main results of literature review
of research concepts realated to political economy in
the context of the New Silk Road project. The main
method is a review of research literature, articles and other
scientific resources of theory for the dissertation thesis.
The targeted research was mainly on the economic and
political level, ideally in theoretical concepts that connect

both fields. All available data sources were used, such as
databases such as Web of science, Scopus, Google scholar.
Research was also done through scientific libraries and
bookstores. The content of the sources was searched in
order for the researcher to understand the issue of the
New Silk Road in Central Asia in a comprehensive way.

3 RESULTS

As we found during the literature review, the most
relevant theoretical field regarding to the topic under
study is concept of the international relations as a

multidisciplinary field that examines mutual interactions
between states, international organizations and other
non-governmental actors. The behavior of individual
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states in the international field is mainly influenced
by international institutions. Institutions are described
as regimes that create a space for the creation of
international relations. Realistic ideas are the oldest and
treat international relations as an anarchy where the law
prevails and the strongest survives (Bell, 2017). Neoliberal
states do not exist in an anarchist system any more
than realist states do. The neoliberal approaches are
the next field of the research, that describe the central
Asian space in international relations and a way of
governing. Neoliberal theory discusses a certain influence
of institutions on international relations (Keohane, 1984).
Neoliberal approaches do not limit individual actors in any
way, but create certain paradigms within which there is
an expectation from individual actors (Keohane, 1984).
We can see this aproach toward govermance in individual
Central Asian republics. However, there are exceptions,
such as Turkmenistan, which is one of the most isolated
countries in the world. The last group are structuralist
theories that are based on pre-defined structures that do
not change dramaticly, but they can change slightly over
time, for example US policy towards the Soviet Union.

Another relevant theoretical field of the thesis is the
theory of high-speed railways. High-speed railway is a
specific type of rail system that is characterized by high
train speeds (often over 250 km/h) and rapid passenger
transport between cities and regions. In the dissertation
thesis will be particularly focus ond the regional impact
of the high-speed railway construction (Vickerman, 2013).
The construction of high-speed railways can also be seen
as a megaproject, specifically, it is about “The Wider
Economic Impacts of Mega-Projects”. Megaprojects can
include the construction of high-speed railways, large
ports, power plants, large airports. This theory seeks to
examine how such projects can affect economic growth,
employment, trade and local business development where
they are carried out (Vickerman, 2013).

The last concept introduced is globalization and its
impact on the region through transport. Thanks to the
construction of the railway, there is a gradual diffusion
of globalization into this area (Ritzer, 2016). We can
gradually observe changes mainly in the area of the labor
market or changes in the distribution of the peripheral and
core areas of the region. (Ritzer, 2016).

4 CONCLUSIONS

The aim was to present the main theoretical concepts
related to the study of territory and political economy.
Central Asian states are autocratic and therefore slightly
unpredictable and variable in their behavior in interna-
tional relations, but most of them follow a neoliberal
approach in international relations, because the indirect
role of institutions encourages them to do so (Keohane,
1984). Understanding the foreign policy of the Central
Asian states is the basis for fulfilling the objectives of
the dissertation. During the literature review, we observed
many relevant concepts, but in the end the most discussed
is the functional theory of regimes within international
relations. The only state in the region that does not
operate on neoliberal theories is only Turkmenistan,
which leads a policy of complete isolation. The political
functioning of this state is different from the rest of

the region. However, it can be expected that thanks
to the New Silk Road, Turkmenistan will have to open
up at least partially for this Chinese strategy to work.
Its characteristic is that the New Silk Road project is
economically very important to understand as a mega-
project that will influence many regions and countries,
where the project will be realised (Vickerman, 2013).
Hand in hand with this theory goes the theory of high-
speed railways and what problems, pitfalls and obstacles
it will have to overcome during its construction and
modernization (Vickerman, 2013). In addition, concepts
related mainly to the high-speed railway and its effects
on the economic level in the region were presented. The
theory of globalization is also very important for the
understanding the economic and social impacts that the
project will bring (Ritzer, 2016).
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1 INTRODUCTION

Ever since the inception of Bitcoin and the revo-
lutionary technology of blockchain, it has become
evident that the cryptocurrency market thrives
within a dynamic and swiftly evolving landscape.
The rising prominence of cryptocurrencies extends
beyond retail investors, encompassing a growing
appeal to institutional investors and even capturing
the attention of many nations. Despite the increasing
interest exhibited by academics and investors in

cryptocurrencies, there remains a significant research
gap pertaining to the development of methodologies
for predicting short-term and long-term price move-
ments as well as volatilities within cryptocurrency
markets (Gordon et al., 2023). This research focus
on the identification of conditional volatility and the
dispersion of uncertainty across multiple cryptocur-
rencies.

2 MATERIAL AND METHODS

Previous researchers have predominantly centered on
daily or hourly data. In this study, we address this
gap by employing data sourced from five prominent
cryptocurrencies, namely Bitcoin, Ethereum, Ripple,
Cardano, and Litecoin, analyzed at 15-minute inter-
vals from 23. April 2021 to 31. March 2022, with total
number observations of 32 904 per cryptocurrency.
Thus, the high-frequency analysis allows us to
analyze the sentiment of the cryptocurrency market
at a given time, where sentiment is a key element in
the cryptocurrency.

Using GARCH family models, conditional volatil-
ity was modeled, and the DCC-GJR-GARCH(1,1)
model was applied to identify the spread of con-
ditional volatility, accounting for the impact of
asymmetric shocks.

Furthermore, we implement three distinct portfolio
strategies: the Markowitz Portfolio, Naïve Portfolio,
and the Portfolio based on DCC GARCH family
models.
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3 RESULTS

The results show that the conditional volatility of
cryptocurrencies is best described by the EGARCH
(1,1) – t model, which accounts for asymmetric effects
in volatility by using an exponential function to
model conditional volatility. The highest shock in the
form of conditional volatility was in May 2021, which
was likely a combination of regulation from China
and tweets from Elon Musk announcing on Twitter
that Tesla was discontinuing the ability to pay with
Bitcoins, due to the negative environmental impact.
The results of the EGARCH(1,1) model show strong
clustering and persistence of volatility on all five
cryptocurrencies. In addition, there is an asymmetric
response to shocks (negative leverage parameter), as
positive shocks increase volatility more than negative
shocks of the same magnitude. The results are
consistent with the findings from (Fakhfekh and
Jeribi, 2020), where most of the cryptocurrencies
exhibited negative leverage effect.

To evaluate the first hypothesis, the DCC-GJR-
GARCH(1,1) model was used, which, like the
EGARCH model, is able to account for the effect of
asymmetric shocks. The results of this model show
that uncertainty spreads most between Bitcoin and
Ethereum, and that the cryptocurrency Ripple is
the least affected by Bitcoin’s volatility, followed
by Cardano. Based on the results, portfolios were
created according to different strategies.

The portfolio using the DCC-GJR-GARCH strat-
egy (1,1) has the lowest risk. Conversely, the naive
portfolio, characterized by an equal allocation of
weights across all cryptocurrencies, exhibits the
highest level of risk. Hence the results from portfolio
weights using the DCC-GJR-GARCH approach are
in accordance with Global Minimum Variance strat-
egy.

4 CONCLUSIONS

We find, that when the uncertainty in the cryptocur-
rency markets is increasing, the interconnectedness
is decreasing. The uncertainty spreads most from
Bitcoin to Ethereum, which reaches steadily a value
higher than 0.8 in the analyzed period, followed
by Litecoin, then Cardano and the least affected
by uncertainty from Bitcoin is Ripple. Overall, our
results show, that Bitcoin is the main source of
volatility spillover in cryptocurrency markets.

We further analyze the appropriate combination
of cryptocurrency weights in different conceptualiza-

tions of strategic portfolio construction. The portfolio
achieves the lowest risk using the DCC-GJR-GARCH
strategy (1,1). The highest risk is represented by the
naive portfolio, which assigns equal weights to all
cryptocurrencies. With respect to the level of risk,
it can be argued that the DCC approach to portfolio
construction provides the most efficient allocation of
capital if the investor targets the strategy with the
lowest portfolio risk (GMVP).
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1 INTRODUCTION

The current situation of nursing care in Germany as
well as the foreseeable developments in the health care
system are increasingly difficult for hospitals to cope
with. Considering the expected demographic development
in the coming decades – people are getting older and
older, morbidity will continue to increase as a result –
and the expected technical progress, costs in hospitals
will continue to rise in the future. In hospitals, this will
particularly affect the professional group of nursing, which
has now become the focus of attention in health policy.
The situation can only be alleviated through the use of
technical aids, whereby their financing must inevitably
also be regulated. This must not and cannot only be the

task of the providers, such as hospitals. It is an issue for
society as a whole, which is why financing must be and is
currently taken up by the responsible bodies in politics.
Robot technology in nursing is still in its infancy and will
continue to develop massively in the coming years and
decades. Nevertheless, hospital management already has
to deal with the topic because not only is financing a
complex issue, but robotics also requires a reorganisation
of many operational processes. The article provides an
overview of hospital financing in Germany as well as
specifically the financing of nursing and the possibilities
for financing nursing robotics.

2 MATERIAL AND METHODS

In contrast to the free economy, a hospital is subject
to strict legal regulations in the area of financing. In
Germany, hospitals are financed by means of dualistic
financing, i.e. the investment costs are borne by the
Länder and the operating costs by the health insurance
funds. The budget for the operating costs must be

negotiated annually with the insurance funds and is
therefore not available in a guaranteed fixed amount. An
overview of hospital financing in Germany with emphasis
on robotic care is given here, and the results of an
empirical study in the form of expert interviews on the
topic of financing are also discussed.
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3 RESULTS

Hospital financing has changed fundamentally over the
past 20 years:

1. Before the Era of Diagnosis Related Groups (DRG):
Before 1993, the hospitals billed the health insurance
funds for the patients’ stay per day in so-called daily
nursing rates, whereby the principle of cost recovery
initially applied.

2. The DRG Era: From 2003 on, a consistently
performance-oriented remuneration system was in-
troduced. The financing of the inpatient sector in
hospitals was changed from daily nursing rates to
diagnosis-specific flat rates per case with so-called
Diagnosis Related Groups (DRG), which are intended
to cover all necessary treatment costs as an average
value.

3. DRG Reform with Separation of Care Costs from 2020
onwards: While the financing of investment costs was
not changed and remained below the required level,
in 2020 the legislator changed the method of dual
financing through several interventions in the G-DRG
system. With the Nursing Staff Strengthening Act of
11 December 2018, it was decided to remove a large
part of nursing staff costs from the DRG system and
to remunerate them separately in future with up to
4% of the nursing budget now available for nursing

relief measures, which includes process optimisations,
the use of assistants and investments in technical
reliefs including robotics, the latter being explicitly
listed. Thus, for the first time, a legal basis for the
remuneration of the use of new nursing technologies
has been created.

A further far-reaching restructuring of hospital financ-
ing will become necessary, this was also the result of the
expert interviews in the area of financing. In the model
with the nursing budget, additionally to financing human
nursing staff, a certain framework remains for measures to
relieve the burden of care. With robotics, which would be
in the area of investment financing, the boundaries of the
two financing pillars become merged. According to current
budget thinking, caregivers are saved who would be paid
by the health insurance funds. On the other hand, the
expenditure increases, which would have to be financed
by the state through investment subsidies. There is also
the question of whether cross-financing would then be
possible, and the current financing system in hospitals
would have to be further developed to this end, as we are
coming up against limits here. If one really buys in robots
to counteract the nursing shortage, then there are no
proven costs for nurses, and instead one has investments
that the state would actually have to pay for, which would
require a change in the financing issue.

4 CONCLUSIONS

The shortage of nursing staff in hospitals will not be
solved in a conventional way in the foreseeable future;
one possible solution is more or less autonomously acting
nursing robots. However, there are many technical, ethical,
legal and, above all, financial aspects to be considered.
Management faces the problem of having to keep up
with the state of the art without taking incalculable

risks. Autonomous nursing systems will be indispensable
for managing work in the future and perhaps also
a factor with considerable influence on the hospital’s
external image, but an introduction project in this area is
associated with very high expenditure – both financially
and in terms of the entire operational organisation – so
that wrong decisions have major consequences.
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1 INTRODUCTION

With the advent of the 21st century, there has been
a surge of interest in Private Equity (PE) firms and
the various methods they use to improve valuation for
sale. A PE firm is an investment entity that acquires
equity interests in other organisationsprivate equity.
PE firms often rely on the use of leveraged buyouts
for companies with high levels of debt.

Lahmann et al. (2017) argue that the primary
aim of a PE firm is to enhance investment returns
and exit the market within a few years to amplify

value levels. Moreover, PE firms typically surpass
market performance by generating alpha (Schlegel,
2019). Alpha denotes the active return on an
investment, measuring its performance against a
market index or benchmark representing the overall
market movement. Creating alpha hinges on the
firm’s adaptability to market conditions, achieved
through a valuation model incorporating three key
input factors: multiples, EBITDA, and net debt.

2 MATERIAL AND METHODS

This study offers valuable insights into the ongoing
discussion regarding the influence of PEs on boost-
ing EBITDA to enhance divestment valuations. It
quantitatively assesses the PE impact on operational
performance and its potential for improving portfolio
companies. Furthermore, it investigates the mech-
anism by which value is conveyed from investors
to portfolio companies via information technology,
leading to the formulation of the initial Hypothesis
H1: IT Cost reduction is vital in creating value
and increasing EBITDA for PEs during valuation
for divestment. Moreover, the study enriches cur-
rent research by distinguishing the value creation
process concerning both short-term and long-term
perspectives. It is conclusive that while optimizing
sourcing can reduce IT operating expenses in the

short term, the strategic repositioning early in PE
ownership should have a more significant impact
over the medium to long term. Introducing value
creation initiatives and additional activities such
as improved governance, management support, and
monitoring can further enhance performance. This
leads to the formulation of the second Hypothesis
H2: Tech-enabled improvement of operations are
used in value creation and increasing EBITDA and
reducing other costs for PEs during valuation for
divestment. The study’s third contribution lies in
its examination of the divestment context and its
relevance in PE deals and transactions. This context
proves valuable in delineating portfolio company
operations and elucidating how the CIO/CFO orga-
nization can contribute to enhancing valuation and
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profitability. Consequently, this leads to the formula-
tion of the third Hypothesis H3: Digital enablement
initiatives are used in value creation and increasing
EBITDA/Revenue for PEs during valuation for
divestment. To test the research hypotheses, a meta-
analysis was conducted to identify primary studies
that investigate technology-driven value creation
strategies employed by PE firms. In the eligible

studies, researchers were responsible for calculating
the weighted average of effect sizes. The meta-
analysis integrates data from multiple studies to
generate a single estimate of the effect, categorizing
it as either treatment or risk factors. This approach
enhances the precision of the estimated effect by
utilizing all available data.

3 RESULTS

The analysis of the three hypotheses revealed sta-
tistically significant Cochran’s Q data, confirming a
notable amount of heterogeneity among the studies.
The I test assessed the relative levels of hetero-
geneity, with summations indicating values of 72%,
50%, and 80% for the three hypotheses. H1: The
sample studies indicated that PE funds often employ
technology methods, such as IT cost reduction,
to enhance operational value creation. The results
largely support this hypothesis. The primary focus on
optimization through initiatives aimed at reducing IT
operating expenses leads to an increase in EBITDA
rates from an As-Is to a To-Be situation. H2: Tech-
enabled operational improvement is a crucial factor
for subsequent EBITDA gains. The meta-analysis
results show support for H2, with the coefficient
indicating the proportion of value creation in the

divestment context. Additionally, the proportion of
tech-enabled improvement strategies, such as IT
system enhancements and process re-engineering,
effectively reduces other costs and boosts EBITDA
rates. The studies indicate that EBITDA spikes
reached a substantial 20%, increasing the expected
effect size by 70% compared to the previously
recorded mean effect size. H3: The moderating role
of digital enablement initiatives was also explored
in the meta-analysis. Building on existing research,
the study identified a positive moderate relationship
between the adoption of new digital capabilities and
EBITDA rates, as well as improved revenues. This
confirms that PE firms employ technology-driven
value creation to enhance EBITDA either before or
during the valuation process.

4 CONCLUSIONS

The preceding research paper underscores how firms
enhance their valuation for divestment through
technology-driven value creation. The analysis re-
veals that implementing strategies like IT cost re-
duction, tech-enabled operational improvement, and
digital enablement contributes to the amplification of
EBITDA. In particular, IT cost reduction initiatives
focus on optimizing IT expenses, and the research
findings suggest that reducing IT costs correlates
with an EBITDA increase. Furthermore, the study

demonstrates that the adoption of ERP systems
enhances operational efficiency and automation,
leading to process improvement and reengineer-
ing. This reengineering process is associated with
a growth-oriented mindset, resulting in significant
EBITDA growth rates. Additionally, digital enable-
ment emerges as a critical strategy employed by
most PE firms in today’s business landscape. This
enablement triggers transformative approaches and
initiatives that boost top-line growth and revenue.
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1 INTRODUCTION

After Keynes (1936) proposed animal spirits, the
application of sentiment in the economic field be-
came more and more important. In the last few
decades, researchers had explored mostly the impact
of sentiment on macroeconomics. For example, the
prediction of sentiment on unemployment, GDP, and
private consumption. Government debt has been a
hot topic in recent years due to problems related

to growing indebtedness in many countries around
the world. Giavazzi and Pagano (1989) argue that
a decline in confidence can lead to a potential debt
crisis. Conversely, does a change in government debt
have an impact on economic sentiment (as example:
consumer confidence)? We will discuss the specific
relationship in this paper with the case of the Czech
Republic.

2 MATERIAL AND METHODS

We employ quarterly data published by the Ministry
of Finance of the Czech Republic over the period
2007–2023. In order to determine whether there is
a stable, long-term correlation between consumer
confidence and government debt, we evaluate the
data for stationarity and cointegration. We utilized
both ADF and Phillips–Perron (1988) tests during
this process for the unit root test. Dickey and Fuller
(1979) are referred to as the source for the ADF test,
and the basic formula is shown below:

∆yt = α+ βyt−1 + δt+
k∑

j=1

ζj∆yt−j + et

We used Johansen tests to examine the data for
cointegration. The null hypothesis of the cointegra-

tion test is that there is a cointegration relationship
between the data. The cointergration test in Stata
are based on the maximum likelihood (ML) methods
developed by Johansen (1988):

∆yt = αβ′yt +
p−1∑
i=1

Γi∆yt−1 + v + δt+ ϵt

After stationarity and cointegration tests, we
found a long-run stationary relationship between the
variables. The results of the Granger causality test
indicate that consumer confidence is the Granger
cause of government debt and that there is a
significant negative relationship between them.
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3 RESULTS

To check for stationarity, we first perform a unit
root test on the data for consumer confidence and
government debt. Both sets of data pass the unit root
test under the ADF test and PP test at the first-order
difference and remain steady at the 1% significance
level. The data are stationary at differences. Besides,
the results of the cointegration test are stationary
and we argue that there is a stable long-term rela-

tionship between the variables. Moreover, Granger
causality test suggests that consumer confidence is
the Granger cause of government debt. Changing in
consumer confidence causes changes in government
debt. After regression analysis we can infer that
there is a negative relationship between consumer
confidence and government debt. When consumer
confidence decreases, government debt will increase.

4 CONCLUSIONS

In this paper, we discuss the notion of economic
sentiment and how it relates to government debt. Our
study supports the conclusions made by Fernandes
et al. (2016). We also come to the same conclusion
as Sartell (2014), namely that there is a statistically
significant correlation between consumer mood and
government debt. Similar to the findings of De and
Ji (2015), and Mumtaz and Surico (2018), our results
also indicate that there is a negative relationship

between government debt and consumer confidence.
Based on the results of the Granger causality test
we conclude that government debt is not a Granger
cause of changes in consumer confidence. In short,
when consumer confidence increases, government
debt will decrease. Consequently, debt stress might
arise as a result of a nation’s confidence crisis. In
order to improve the model, future research is going
to investigate additional explanatory variables.
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1 INTRODUCTION

This work disclosures and outlines the need for a
comprehensive research project to identify the human
resource competencies required for the automotive
Industry 4.0, integrating secondary quantitative data

from Programme for the International Assessment of
Adult Competencies (PIAAC) Cycles 1 and 2, as well
as qualitative research.

2 MATERIAL AND METHODS

The still ongoing study is best understood as a
mixed-methods approach, applying an extensive and
systematic literature review (Linnenluecke, Marrone
and Singh, 2020) as input to a quantitative and
comparative analysis (Marenco and Seidl, 2021). The
aim is to support a comparative analysis, being
the analysis of PIAAC secondary data. PIAAC is a
collaborative effort between participating countries,
an international contractor responsible for study
instruments, survey procedures, quality control and
the Organization for Economic Cooperation and
Development (OECD). PIAAC assesses the literacy,
numeracy, and problem-solving skills of adults on

an wide-ranging international scale. The compara-
tive analysis employed in this study is focused on
elucidating the processes associated with changing
human resource requirements and the consequences
of digitalization in the automotive industry. It em-
phasizes examining differences and similarities in the
requirements for human resources mainly between
German and U.S. automotive companies. After the
above mentioned quantitative analysis, a qualitative
research – in which in total 20 German and US senior
automotive experts are systematically interviewed –
will be conducted and subsequently analysized in
order to illuminate remaining ambiguities.
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3 RESULTS

Current literarture review results are limited to the
findings from the conduted extensive and systematic
literature review. Identified studies emphasize the
need for educational approaches that integrate lean
manufacturing and production flow modeling skills.
Competencies are mainly categorized into technical,
managerial, and social domains, with a compre-
hensive “Human Capital 4.0” skill set proposed,
including digital literacy and emotional intelligence
(Flores, Xu and Lu, 2020). In blockchain technology
specifically, securing data sharing across the automo-
tive supply chain is acknowledged (Fraga-Lamas and
Fernández-Caramés, 2019). Digital manufacturing

technology implementation necessitates skills such
as digital literacy and problem-solving (Demeter,
Losonci and Nagy, 2021). Training programs for ana-
lytical and technology adaptation skills are suggested
(Frazzon, Kück and Freitag, 2018).

Moreover, big data analytics in supply chain
management is deemed critical (Raut et al., 2019),
with a skills gap identified in integrating real-time
operational data (Colombari et al., 2023). To sum up,
while various studies recognize evolving skill require-
ments and emerging technologies, however, many
lack specific details on required skill sets, highlighting
the need for further research and training programs.

4 CONCLUSIONS

To comprehensively grasp the human resource com-
petencies essential for the automotive Industry 4.0, a
comparative study using PIAAC Cycle 1 and Cycle
2 data, alongside qualitative research, is vital, since
existing studies provide insights into skill needs but
lack specificity, prompting further specific investi-
gation. This approach aims to uncover disparities

and commonalities in human resource demands, espe-
cially between German and U.S. automotive firms, to
discern whether global or region-specific prerequisites
are essential in the evolving Industry 4.0 landscape.
This research intends to bridge knowledge gaps
and guide future effective training and development
initiatives.
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1 INTRODUCTION

In 2019, the first case of COVID-19 emerged. At
that time, many people could not imagine that a
local problem could become a global pandemic that
would affect people’s daily lives for a long time.
Restrictions began to appear and shops, schools and
other institutions were closed. Gradually, changes in
the buying behaviour of customers also occurred [1].
Thus, the aim of this paper is to present partial
results of a preliminary study conducted among

regional e-shop retailers. In an extended version of
the paper, the results of the test group for the
primary research, which is aimed at investigating
changes in the buying behaviour of regional e-
commerce customers, will be presented. Based on
these results, the final primary research will then be
refined for the dissertation on Covid-19 as an agent
of change in regional e-commerce customers’ buying
behaviour.

2 MATERIAL AND METHODS

A preliminary survey of regional e-commerce compa-
nies was conducted in early 2021, which took the form
of qualitative research in the form of a structured
interview.

A preliminary survey obtained responses from
ten respondents (out of a total of 81 companies
approached). Structured interviews were conducted
with regional e-commerce shop owners, as they
are mostly small businesses and small traders. The
companies were contacted by email to request par-
ticipation in the research and a telephone interview
was subsequently arranged. This section of the paper
briefly presents partial results regarding changes in e-
commerce related to the COVID-19 pandemic. The

responses of the respondents were analysed using
content analysis.

The subject of the research was business strategy
and the establishment of e-shops and changes in the
sales process.

Prior to the actual research design, three research
questions were defined:

• RQ1: What impact has the introduction of the
e-shop had on the company?

• RQ2: Why do companies with regional products
set up an e-shop?

• RQ3: How do regional e-commerce businesses
approach customer loyalty and customer relation-
ships?
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For the purposes of this paper, research question RQ2
appears to be the most relevant.

The object of the research were small entrepreneurs
and small and medium-sized enterprises (SMEs) that
produce regional products and one or more of these
products is awarded with a regional brand (regional
certificate) of the Association of Regional Brands

(ARZ). ARZ manages 29 regions and a total of
30 regional brands in the Czech Republic. At the
same time, these entrepreneurs run an e-shop. Prior
to the qualitative research, a database of regional
entrepreneurs and e-shops was compiled using the
ARZ web portal. The database contained 81 regional
e-shops and businesses.

3 RESULTS

One of the questions in the structured interview was
whether firms had implemented an e-shop because of
the COVID-19 pandemic. Only 20% of respondents
said that the pandemic had an impact on the
implementation of an e-shop, and these firms had
not considered implementing an e-shop until then.
The remaining 80% of respondents have been running
an e-shop for a long time and have only had to
adjust some activities, mostly in the area of delivery
of goods, due to the constraints associated with the
pandemic [2].

The pandemic was also reflected in changes in
delivery, with 30% of companies having to make
changes – 10% had to suspend production, 10%
started using carriers and 10% introduced ordering
via e-shop and subsequent delivery of goods to a

drop-off point in Olomouc where customers could
pick up the ordered goods [2].

The research also focused on whether the COVID-
19 pandemic had an impact on the scale of pur-
chases. A significant proportion of respondents (70%)
confirmed the impact of COVID-19 on purchasing
volumes. A fifth of respondents were positive but
stated that the changes were slight. A further fifth
confirmed an increase in online sales. The remainder
(30%) confirmed an increase in customers but could
not assess what was causing it. There was also a view
that new demand had arisen and they had responded
quickly. This situation may have been due to the
closure of some brick-and-mortar stores. Customer
growth was observed in both the B2C and B2B
markets [2].

4 CONCLUSIONS

It can be said that the last few years have been
somewhat challenging for consumers and businesses.
Even small regional businesses have faced the con-
straints associated with the COVID-19 pandemic.
Due to the restrictions, some of them have been
forced to introduce e-commerce in order to continue
to sell their products and keep their businesses

running. Some regional firms, in turn, faced transport
problems. Either they had to find a new mode
of transport or they had to introduce shipping.
Subsequently, the primary research will focus on
consumers buying regional food. It will examine
how these consumers have changed their purchasing
behaviour in recent years.
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1 INTRODUCTION

Road infrastructure, primarily used by motor ve-
hicles, degrades over time, resulting in a decrease
in its value. This degradation can be a natural
process due to planned traffic loads or weather
conditions, or in some cases, it can be associated
with unplanned loads, such as detours of temporarily
closed highway sections, or heavily loaded roads,
or due to the impact of exceptional natural events

(floods, landslides, etc.). Road administrators often
lack adequate tools to quantify and evaluate this
degradation, and thus the loss of network value.
This paper focuses on filling these gaps and proposes
the use of Building Information Modeling (BIM)
and pavement management systems as means to
determine the current or predicted value of road
infrastructure.

2 MATERIAL AND METHODS

Material and Methods can be divided in to two major
parts, i.e. BIM specifics for road infrastructure and
integration of Pavement Management System (PMS)
with BIM. Both use specific material (data) and own
methods.

The data for BIM creating consists of: Geo-Data:
Digital terrain models and survey data providing
information on the shape of the land, crucial for
accurate modeling, Design Data: Plans of roads,
bridges, traffic junctions, and other infrastructure
elements, providing information on the design and
construction, Technical Specifications: Information
about materials used, construction standards, and
specifications and Traffic Data: Information on traffic
flow, capacity, traffic jams, and vehicle speeds.

Methods for BIM creating are represented by Laser
Scanning: To obtain precise 3D data about existing
objects and terrain, CAD (Computer-Aided Design)
Integration: Integration of plans, drawings, and
project data into BIM models, Parametric Modeling:
Creating parametric models enabling rapid geometry
modifications in real-time and Model Composition
and Hierarchical Structure: Organizing models for
efficient management and visualization.

Data for the PMS and BIM integration part
uses data obtained from Pavement Surveys: Data
collection on the current state of pavements through
measurements, inspections, and monitoring and Inte-
gration of BIM Data: Incorporating BIM data about
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the infrastructure into PMS to gain a comprehensive
view of the state of roads.

Methods for assessing condition and value of
infrastructure: Degradation Calculation: Utilizing
historical and ongoing maintenance and wear data to
calculate the rate of infrastructure degradation, Pre-

diction of Future State: Modeling the future state of
the infrastructure based on anticipated maintenance
measures and other influences and Assessment of
Investment Returns: Analytical methods to evaluate
the effectiveness of investments in maintenance and
renovation concerning the long-term value.

3 RESULTS

The research resulted in valuation of road infras-
tructure over time using BIM via determination of
Dynamic Infrastructure Value: Utilizing BIM allowed
tracking changes in the value of road infrastructure
over time. Dynamic modeling enabled accounting for
maintenance, wear and tear, and network growth
when assessing its value and Prediction of Future
Value: BIM provided tools to predict the future
value of infrastructure based on planned maintenance
activities and anticipated changes in traffic load.
This is crucial for investment planning and future
development projects.

The second result lays in the integration of valua-
tion with maintenance and renovation via Optimiz-

ing Investments: Integrating infrastructure valuation
with maintenance and renovation planning led to
better investment planning. Road administrators
could allocate funds to maximize returns within
the context of maintaining or enhancing the value
of the infrastructure and Prioritization of Repairs
and Maintenance: BIM enabled the analysis and
comparison of various maintenance and renovation
scenarios, resulting in better identification of repair
priorities and directing investments where they are
most needed to preserve or enhance the value of the
road network.

4 CONCLUSIONS

The integration of BIM into the assessment and
management of road infrastructure represents a
paradigm shift in how we perceive and interact
with our transportation networks. The dynamic
modeling and predictive capabilities afforded by BIM
provide invaluable insights into the condition, value,
and future trajectory of road assets. This, in turn,
empowers infrastructure managers to make informed
decisions, optimize resource allocation, and plan for
sustainable development and growth. Through the

fusion of BIM with PMS, the gap bridged between
traditional valuation methodologies and a forward-
thinking, data-driven approach. The ability to assess
and predict infrastructure value over time is a
powerful tool, guiding us in prioritizing maintenance,
rehabilitation, and strategic investments. It brings us
closer to a future where our road networks are not
only functional but also resilient, sustainable, and in
harmony with the evolving needs of society.
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1 INTRODUCTION

A large number of joint-stock companies in developed
economies, especially those that were founded in
relatively small markets, choose international di-
versification strategy as one of the most successful
and profitable strategies for enterprise growth in
order to further develop and prosper. This strategy
may include penetrating foreign markets through
direct investments or attracting partners to work
abroad. The effectiveness of such a strategy is
actively examined in various studies in the field of
international business and strategic management [1,
2, 3]. The Czech market is characterized by many
companies that regularly expand beyond the borders

of the Czech Republic and invest in production
facilities and branches in other countries. This study
analyzes such investments in subsidiaries abroad,
determines the general trend on the example of
the largest 10 Czech joint-stock companies, and
describes possible areas for further research in this
field. The key hypothesis of the study is that
joint-stock companies expand abroad by establishing
subsidiaries in the long term. A better understanding
of this subject is a crucial factor in the strategic
management of international businesses and has
practical importance for the long-term management
of such companies.

2 MATERIAL AND METHODS

In order to determine the mentioned trends of
internationalization of companies, a sample of the 10
largest joint-stock companies in the Czech Republic
was selected. The ranking of the companies was
based on the total revenue of the Czech company
as of 2022. For the purpose of this study, joint-
stock companies were chosen because this type of
company publishes all necessary data and reports for
investors and shareholders, which made it possible to

access all necessary data and study the investment
structure of these companies. The period of the
research is 10 years from 2013 to 2022. The data
was collected from the mentioned annual reports
of the enterprises. To determine the level of inter-
nationalization, the number of countries in which
companies had direct investments through full or
partial ownership of subsidiaries was calculated. The
calculations initially excluded all parent companies
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owning fully or partially the Czech studied company,
as well as their subsidiaries, which may appear in the
overall structure of the global holding but were not
subsidiaries of the company under study.

After collecting all data and entering them into
tables, the method of graphical representation and
comparison of results was used. Also, the calculation

of mean values for the period under study and
the calculation of relative values of changes in
the number of countries was performed. Relative
indicators in percentages were used because of the
different number of countries in the starting year
(2013) from which the counting of these changes
began.

3 RESULTS

After calculating the revenue of the companies based
on their annual reports for the year 2022, the
following ranking was made (from the largest to
the smallest): Energetický a průmyslový holding,
a.s.; Škoda Auto a.s.; ČEZ, a. s.; AGROFERT,
a.s.; ORLEN Unipetrol a.s.; ALPIQ ENERGY SE;
MORAVIA STEEL a.s.; ČEPRO, a.s.; FORTUNA
GAME a.s.; Metrostav a.s..

After calculating the changes in the number of
countries over a period of 10 years, a general
increasing trend was identified based on the mean
values for all companies. The growth amounted
to 34% in 2022 compared to 2013. The largest

company demonstrated an increase of 200%, with
most of the companies showing a positive change
between 20% and 40%. One company demonstrated
no change in the number of countries, while two
companies demonstrated a decrease. Nevertheless,
these changes did not affect the overall growth trend.
Given the high impact of the results of the largest
company (200%) on the whole sample, the calculation
was repeated with the exclusion of this company.
According to the results of the calculation, the trend
was still increasing, but the change was only 14% over
10 years compared to the previous result of 34%.

4 CONCLUSIONS

The results of the study supported the hypothesis
that joint-stock companies expand abroad by estab-
lishing subsidiaries in the long term. The results
showed a positive trend in a sample of the largest
Czech companies over a period of 10 years. This data
is an important indicator for international manage-
ment, showing that in the long term the application

of this international diversification strategy can be an
effective tool for company growth. Further research
could cover other factors that influence the growth
of the company, as well as add variables showing
their relationship with the financial performance of
companies.
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1 INTRODUCTION

There is a growing need for data visualisation in
virtual reality. There are many examples, from the
use of VR in small and medium sized businesses [1]
to the visualisation of data in crisis situations [2].

In our previous work we have successfully managed
to visualise and interact with the 3D tiles format in
VR using web technologies. Interaction with spatial

data in VR is more immersive and natural [3].
However it only offered single user experience. Col-
laboration with multiple users could further improve
presentation of spatial data. The goal of our research
is to find and integrate 3D Tiles vizualisation into
collaborative VR platform based on WebXR.

2 MATERIAL AND METHODS

The Third Room platform was chosen as the core
of our visualisation and collaboration platform based
on WebXR. Third Room is a virtual world platform
built on the open, decentralised Matrix protocol. It
allows users to interact in 3D worlds. It uses modern
web browser features to improve performance. Its
virtual scene is defined in a glTF standard with a
few additional extensions. Third Room allows scene
behavior to be scripted using its WebSG (Web Scene
Graph) API [4]. The Third Room platform was

chosen for its support of the 3D Tiles streaming
format. 3D Tiles is an Open Geospatial Consortium
(OGC) community standard for streaming large 3D
geospatial datasets [5].

The use of the 3D Tiles format allows us to
visualise large amounts of 3D data, such as Google
Photogrammetry datasets. In 2023, Google released
its massive photogrammetry dataset in 3D Tiles
format [6]. Meta Quest 2 was used to enter VR.

3 RESULTS

Although Third Room has the basic ability to display
3D tiles, there are many problems associated with
this. Loading options have been added to display 3D

tiles from Cesium ION and Google Photorealistic 3D
Tiles. However, flying through a scene with Google’s
Photorealistic 3D Tiles has poor performance in Meta



76 Michal Mitter and Jaromír Landa

Quest. We have modified the controls to allow users
to fly with a VR joystick and fixed rendering issues
with 3D tiles. We also extended the Third Room asset
pipeline to seamlessly integrate 3D tiles into a scene
and added a user interface to toggle the visibility of
3D tiles datasets.

One of the challenges was to convert the geospatial
data into 3D Tiles format. The aim of the application
is to visualise the geospatial data stored in standard
formats such as shapefiles. We used ArcGIS Pro to
create the virtual 3D scene. The individual 3D layers
were then saved in i3s format and converted to 3D
Tiles using the loaders.gl Tile Converter [7].

4 CONCLUSIONS

We have successfully extended Third Room to enable
real-time collaboration with spatial data in the 3D
Tiles format in virtual reality. Users can navigate
a 3D scene using VR controllers, see avatars of
other connected users in real time and communicate
via microphone. Scene behaviour can be customised
using the WebSG API. The 3D tiles are converted

from standard GIS software, such as ArcGIS Pro.
However, there are conversion challenges, such as
converting custom digital elevation models. Improv-
ing the performance of rendering Google’s photoreal-
istic 3D tiles in Meta Quest would make the dataset
suitable for practical use.
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1 INTRODUCTION

This study focuses on the Formulary Apportionment
(FA) methodology to be used within the European
Union (EU) as considered in the tabled Proposal for a
Council Directive on Business in Europe: Framework
for Income Taxation (BEFIT Proposal). The main
objective of the paper is to analyse the variation

between the distribution of corporate tax base
under the FA and SA methodology. Furthermore,
the paper contemplates the possibility of group-
wide loss consolidation as well as the alternative of
consolidation without losses.

2 MATERIAL AND METHODS

The analysis considers active companies operating
within the EU internal market during the period 2011
to 2019. The qualifying search strategy identified
712 572 subsidiaries affiliated with 320 216 parent
companies for which information on the profit before
tax as a proxy for the corporate tax base was
obtained. Additionally, to compute the corporate tax
base under the FA, proxies for the factors of the
FA, as envisaged for the BEFIT Proposal, namely
labour, sales, tangible and intangible assets, were
obtained from the Orbis database. The variation
in SA and FA distribution is analysed at the level
of the jurisdictions of the EU Member States. The
corporate tax base under the SA is represented
by the sum of the reported profits before tax in
financial statements of companies registered in each

EU Member States’ jurisdiction in each year (pbtSA
j,t ).

In the following Equation 1, (i) qualifying subsidiary,
(j) jurisdiction, (t) year, Ni number of qualifying
subsidiaries affiliated with the parent company.

pbtSA
j,t =

N∑
i=1

pbtSA
i,j,t (1)

To calculate the corporate tax base under FA in
each jurisdiction, in every year, (pbtFA

j,t ), first, the
consolidated profit before tax of all qualifying sub-
sidiaries affiliated with the parent company should
be distributed throughout the jurisdictions of EU
Member States according to the allocation mech-
anism indicated for the BEFIT Proposal. Second,
corporate tax base under FA in each jurisdiction in
every year (pbtFA

j,t ) hence corresponds to the sum of
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allocated profits of all subsidiaries (pbtFA
i,t ) registered

in each EU Member States’ jurisdiction, see Equation
2. Finally, the variation between the SA and FA
distribution was computed utilizing the subsequent

Equation 3.

pbtFA
j,t =

N∑
i=1

pbtFA
i,j,t (2)

∆ = pbtFA
j,t − pbtSA

j,t (3)

3 RESULTS

In the absence of loss consolidation, the implemen-
tation of the FA methodology does not result in
any shrinkage of the consolidated corporate tax base
at the EU level. However, some EU Member States
are benefiting from the methodological switch, and
some EU member States experiences negative tax
base consequence. Based on the results, Greece,
Romania, Hungary, Estonia, and Latvia benefit
the most, mainly at the expense of Luxembourg,
Malta, Cyprus, the Netherlands, and Ireland who
borne the biggest losses. According to the analysis,
the Czech Republic, Germany, France, Spain, and
Slovakia, experienced an increase in their share of
the corporate tax base under the FA without loss
consolidation, however, it is worth noting that in case
of loss consolidation implementation under the FA,

those states face relative decline over the observed
time, as shown further. Besides the highlighted
decline in the overall corporate tax base in case of loss
consolidation, the biggest losses are again accounted
for Luxembourg, Cyprus, Malta, the Netherlands,
and Ireland. On the contrary, Bulgaria, Slovenia,
Hungary, Estonia, and Latvia gain the biggest share
of the pie. Furthermore, the results confirmed that
prominent profit-shifting countries within the EU,
such as Luxembourg, Ireland, and the Netherlands,
experience a decline in their corporate tax base under
the FA distribution. Also, the considered FA indicted
for the BEFIT Proposal allocates more tax base
in low-income EU Member States such as Slovakia,
Poland, Bulgaria, Hungary, or Romania

4 CONCLUSIONS

This paper endeavour to contribute to the debate
on the BEFIT Proposal by updating the empirical
research on the impact of the FA on tax base distri-
bution. Drawing upon our analysis, a primary policy
recommendation emerges, urging a reassessment of

the proposed consolidation of losses in order to as-
certain its alignment with the fundamental objective
of the discussed tax policy reform, particularly the
equitable taxation of multinational companies and
prevention of profit-shifting practices.
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1 INTRODUCTION

In the automotive industry, suppliers often seek for
(project-specific) liability or warranty limitations (e.
g. to a maximal amount, an amount of the sum
insured or a percentage of the contract value) to limit
their financial risk for a new upcoming project. This
applies not only in the case of built-to-print suppliers,
but also in the case of lead development suppliers.

Based on the literature, warranty is equal to the
liability of the contractor, respectively supplier as
the manufacturer of the single unit, towards the
client, respectively OEM, which stands for Original
Equipment Manufacturer, as the manufacturer of the
vehicle (cf. Aljazea and Wu, 2019). The literature
review shows that most early studies as well as
current work focus on warranty cost and warranty
risk (cf. Aljazea and Wu, 2019), estimation of future

warranty claims or costs, and the optimisation of
maintenance policies (cf. Aljazea and Wu, 2018a,
2018b). However, the existing research is limited and
has many gaps in representing non-recourse risk.

In the absence of a commonly agreed definition,
in this thesis intent the non-recourse risk is defined
as the risk of refusal of warranty cost sharing
(towards the client by the contractor). The single
main objective is to formulate a prediction model for
non recourse risk assessment and the financial risk
evaluation in the case of limited supplier liability.
The specific research question tries to answer how
to estimate the non-recourse risk when the warranty
costs are limited, respectively the impact of limited
liability on warranty costs and non-recourse risk.

2 MATERIAL AND METHODS

To answer this research question the method empiri-
cal statistical analysis is used. At first, a literature
review was performed, and existing research was
evaluated.

One of the tough challenges for all researchers in
this domain is the availability of data. Warranty
costs are mostly publicly available data due to
law regulations. Not publicly available data, but
restricted available on single supplier:

• Warranty contracts,
• Warranty limitation contracts,

• Warranty costs per year,

• Recourse and non-recourse quotas,

• Resources for root cause analysis (cf. Vinta, 2009,
p. 2),

• Age and mileage of the vehicles at repair date (cf.
Vinta, 2009, p. 2).

Following restriction has to be taken into account:
The data is available via database, but it is not al-
lowed by German law to publish this data. Therefore,
the data must be anonymised.
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To answer this research question a quantitative
method is used, since “[q]uantitative approaches are
suitable in the event that likelihood and consequences
can be quantified, for example using significant
statistical database” (Borghesi and Gaudenzi, 2013,
p. 54). Classification methods as: Logit model,
support vector machines, and classification trees
will be applied. To investigate this statistically, a
descriptive statistical approach is used:
• The publicly available financial and warranty

data of the suppliers is analysed and classified;

• The warranty and warranty limitation contracts,
as well as the warranty costs and recourse quotas
are analysed and classified.

First, a descriptive statistical approach is used.
The publicly available financial and warranty data
of the contractors (respectively suppliers) is analysed
and classified.

Second, the warranty and warranty limitation
contracts, as well as the warranty costs, and recourse
and non-recourse quotas are analysed and classified.

3 RESULTS

This advised paper aims to make a number of
significant contributions to the field of economic
research. In particular, as far as known, no study to
date has examined the importance of non-recourse.
The novelty of this research is the inclusion of

non recourse risk as a new parameter, under the
circumstance of limited warranty costs between
contractor (respectively supplier) and client (respec-
tively OEM).

4 CONCLUSIONS

This thesis aims to explore the phenomena of non-
recourse risk. The literature review shows however,
reveals several gaps and shortcomings. Following
journals could be considered for publication:

• International Journal of Production Economics,
• International Journal of Production Research,
• Reliability Engineering and System Safety, or
• Sustainability.
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1 INTRODUCTION

The market in the grass seed production is very
volatile, especially in economically weak phases a
high efficiency of the acting companies is necessary.

This paper deals with a method for efficiency
measurement in grass seed production in Lower
Saxony. The aim of the chosen model is to show

the possible potential from soil and rainfall and to
compare this to the resulting yield. The chosen model
should first of all only allow an efficiency ranking
between the potential and the achieved results.
Further analyses regarding the further development
and the derivation of measures are necessary.

2 MATERIAL AND METHODS

For the efficiency measurement Data Envelopment
Analysis is used. This is a method for measuring
efficiency without the necessity to know a production
function. The method was originally developed by
Charnes, Cooper and Rhodes [1]. The necessary data
for the analysis comes from various sources from
2022. The output parameter chosen is yields per
farmer. This input factors are originated by the
German seeds company “Deutsche Saatveredelung
AG” and are subject to confidentiality. In addition,
via a web application of the state of Lower Saxony
to the respective GPS data of the fields, the soil
points could be determined, which was chosen as
input factor 1. The evaluation of the potentials
via the soil was first demonstrated with the Re-
ichsbodengesetz in Germany [2]. In addition, more

current models exist, such as the Muencheberger Soil
Quality Rating. ”The indices of this soil estimation
procedure, designed for the global scale, are intended
to enable an assessment of yield potentials based
on site-specific indicators” [3]. Furthermore, weather
data from German Weather Service was used to
evaluate the amount of rainfall in March, April, May
and June. The input factor was developed through
expert interviews at the farm and thus the average
precipitation amount was included in the model as
another input factor.

Since the relationship between inputs and outputs
is assumed to be non-linear and economies of scale
are suspected, the extended BCC model is used in
an output-oriented view [4].
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3 RESULTS

Figure 1 shows the evaluation from the selected
model with 41 Decision Making Unit’s for perennial
ryegrass from 2022 in Lower Saxony. In total, five

DMUs have been evaluated as 100% efficient and nine
with an efficiency score of less than 50%.

Fig. 1: DEA BCC-O Modell - Lower Saxony gras seed production 2022 – own creation

4 CONCLUSIONS

It could be shown that a comparison between the
different farms is possible. Especially in farms with
similar input factors larger differences in yield have
been identified. There are also observations that are
above average in terms of yield, but still fall short
of their potential in view of the very positive input
factors.

The multiplication of grasses is a complex process
that requires a lot of knowledge and experience to
define the necessary measures and find the ideal time
for treatment. The results suggest that the specific
field advisor per multiplier has a significant role in
the efficiency of each farm. Therefore, the staff’s own

training seems to be an important factor to increase
the overall efficiency.

Especially due to the large spread of factors in
both input and output factors, there are currently
too few data points analyzed to allow a true efficiency
ranking. Especially data observations with outliers
in the used factors are currently too efficiently
represented due to the model.

For further analysis, it is important to increase
the number of data points and thus make the model
more stable. The results will then be used in a second
modeling step to analyze the reasons for deviations.
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1 INTRODUCTION

Smart digitalisation technology significantly changes busi-
ness models and their innovation rate. The complexity
of methodologies for balancing supply chain activities
has risen. Hence, the desired integration levels across
organisational levels were often not reached. In addition,
supply networks face critical contrarious developments
such as decreasing cross-organisational visibility caused
by the increasing distribution of value-added processes
to more companies, but also increasing business volatility
and environmental uncertainties simultaneously. A focus
on supply chain (SC) integration and interoperability and
its impact on business performance and resilience are
significant to various conceptions along the supply chain.
For this reason, the study contributes to driving systems
engineering towards a key discipline for designing supply
chain systems (SCS), focusing on effectiveness, respon-

siveness, and resilience as architecture principles, which
are also recognised as objectives by the INCOSE Vision
2035 (Friedenthal et al., 2021). For exploring relevant
antecedent SC objectives and required focus methods,
the study’s research questions have been formulated as
follows: (1) what are the core value potentials enabled
by smart technologies of digital supply chain business
models? (2) What are the focus activities of transforming
digital SC business models, the main obstacles, and what
are the critical value contributions of systems engineering?
The findings served to develop a concise SE-driven model,
for transforming and engineering digital SC business
models, avoiding methodical redundancies. Such a model
is estimated as a key accelerator for value exploitation
in digital SC business model innovation and bridges gaps
between management and engineering.

2 MATERIAL AND METHODS

To address these supply chain digitalisation challenges
by a systems engineering approach holistically, promising
smart technologies and systems engineering methods were
explored by case study research at SAP SE divisions of
Industry 4.0 Innovation Development and the Business
Transformation field organisation. The core value poten-
tials enabled by smart technologies of digital supply chain

business models and the focus methods of transforming
digital SC business models towards data-driven collab-
orative SC ecosystems, the observed obstacles, and the
critical value contributions of systems engineering were
explored. The case study research has been replicated at
a European make-to-order automotive supplier, a German
industrial manufacturer, an automotive systems supplier,
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and a European sports car maker to enrich it with insights
from the viewpoints of industrial organisations users and
IT strategists.

The transcript case study output has been analysed
using the qualitative content analysis, tool QCAmap, ac-
cording to Mayring (2022). Key objectives focus concepts,
obstacles and important digitalisation industry trends
have been identified and operationalised by applying in-
ductive category formation. These identified concepts have

then been investigated and integrated in a harmonised
way in the phases of the developed SE-driven model, as
presented in session 6 of the PEFNet 2023 (Activating
value potentials of digital supply chain business model
using a systems engineering approach). Finally, case
studies have been used again to validate the dissertation
deliverable, the SE-driven SC model by a benefit and
usability analysis.

3 RESULTS

Systematic SE-driven methods for SC resilience and
value enablers of planning and optimising supply chains
have been identified such as by smart combination of
Semantic Web and Machine Learning capabilities. The
findings served to develop a concise SE-driven model, for
transforming and engineering digital SC business models.
Moreover, evaluation, simulation and design methods for
data-driven- and collaborative SC business models were
investigated and integrated into the model. SC resilience
depends to a considerable extent on macro factors and
implications from adversities are often at locations in
the supply chain different from their roots. Traditional
SC experts focusing typically on business functions such
as sales and distribution (SD), material management
(MM), production planning (PP), and more. However, a
view across these SCM domains is required and across
involved organisations and environmental contexts is

necessary for engineering SC resilience holistically. For SC
resilience engineering, modelling meta-structures across
supply chains for complementing SC domain engineering
by a top-down SE approach is recommended by the study,
which is not the focus of SC domain experts so far. Besides,
a digital twin concept for integrated Product Lifecycle
Engineering and SC optimisation is proposed, which
supports circular business models and resilient data-driven
collaboration across supply networks. The developed
approach fosters emergence, convergence, effectiveness
and resilience along supply chains, and provides methods
for identifying and evaluating latent structures, macro
implications and effects on the micro level of local supply
chains. Moreover, the study demonstrates how to align
semantics and taxonomies between collaborative business
entities to link data-driven processes from sensing and
design to adaptive manufacturing.

4 CONCLUSIONS

A theory-driven and practice-oriented approach has been
developed and validated to design and evaluate supply
chain business models from a complex adaptive SC
systems perspective to improve value continuity resilience
and alignment to environmental changes. Using digital
twins as common platforms, SC visibility and synchro-
nization among SC ecosystem members can be increased
significantly. Discrete, SCM systems-based simulations
of Product Lifecycles enable detailed implications anal-
ysis of phase-in and phase-out processes on overall SC

planning and optimisation, enabling measurements for
safeguarding value continuity. The simulation method
System Dynamics is suggested in addition to evaluating
the environmental macro implications. Moreover, high-
level architectures (HLA) enable agent-based simulations
of local Federations. Semantic interoperability of product-
and process configurations presents a key enabler of data-
driven collaboration and provides the basis for further
smart use cases such as collaborative Machine Learning.
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1 INTRODUCTION

Early detection of plant diseases in the early stages
of the disease is very important. Using an expert is
expensive and laboratory analysis is time consuming.
We expect to improve agricultural production, speed
up and early identification of diseases with help of
AI. Creating a simple application for use in the
field. Furthermore, it may be possible to capture
fruit defects. It can be used for recognition of other
plant needs such as watering, minerals, lighting, etc.

Detection of diseases or better still negative factors
will raise productivity.

For proper identification, it is necessary to train
the AI of a large number of images. There are several
possible sources of samples, such as conventional
images, infrared and hyperspectral images. Several
papers deal with this topic, some analyzing the
images, some analyzing the resulting spectral curve.
[2]

2 MATERIAL AND METHODS

2.1 Plant and Sample Selection
Process

This thesis will first deal with tomatoes. The used
dataset is obtained from freely available sources [4].
It contains both healthy and diseased tomato leaves.
This is useful in beginning the project to prove a base
thesis.

2.2 Reprocessing of Datasets
We expect to obtain images, from the whole life cycle,
different times of the day and different viewpoints of
the crop. Another possibility is to collect data using
drones, but the legislation of the Czech Republic
is problematic in this respect. However, the drone

method would ensure collection over large areas. The
used dataset contains 18345 of reprocessed healthy
and unhealthy leaves.

Furthermore, the augmentation methods of the
sample used to expand the dataset. Function like
scaling, mirroring and rotation. This method pre-
vents overfitting and increases the size of the training
dataset.

2.3 Train of NN
The Keras library with Tensorflow backend version
2.2 and higher, together with the standard Python
library, is used to create the NN models. The design
of the models, the first tests and the final validation
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were performed in the containerized environment
Jupyter.

2.4 Export to Mobile Application
To export is used the Android Neural Networks
API (NNAPI). It is an Android C API designed
for running computationally intensive operations for

machine learning on Android devices. NNAPI is
designed to provide a base layer of functionality for
higher-level machine learning frameworks, such as
TensorFlow Lite and Caffe2, that build and train
neural networks. The API is available on all Android
devices running Android 8.1 (API level 27) or higher.
[5]

3 RESULTS

Currently the method works well, but in the future
we need to teach NN to find and pre-process
images by itself. We found that augmentation is
very important as a defense against overfitting, but

further dataset augmentation is needed for accuracy
reasons. However, augmentation should be used at a
maximum of about 15% to 20% in the dataset.

4 CONCLUSIONS

NN can be trained to recognize crops and their
diseases. Augmentation is a very important tool for
increasing the training set and overcoming overtrain-
ing problems. But the dataset size is more important
for proper training. So far it has been possible to
identify tomato leaves and several common tomato

diseases. It would be useful to train NN to be able to
recognize the stem, fruit and leaves on her own. The
resulting application can be very useful for farmers
and when deployed in the field can help detect crop
diseases or at least specify the type of disease.
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1 INTRODUCTION

This paper provides an assessment of the inde-
pendence of central banks in 21 OECD countries
(excluding the Eurozone), focusing on their monetary
policy autonomy as determined by legislation in 2010,
2015, and 2020. Our data collection adopts a novel
approach, building upon the innovated methodology
proposed by Cukierman et al. (1992), while incorpo-
rating revised components of the index that place
greater emphasis on current standards of central
bank independence. Additionally, we introduce new

criteria to evaluate budgetary independence, an im-
portant aspect of central bank autonomy (Swinburne
and Castello-Branco, 1991). The dataset serves as
a valuable resource for empirical studies seeking
to analyze the impact of monetary policy inde-
pendence on economic performance. Furthermore,
policymakers can draw insights from this index to
enhance legislative frameworks and promote stronger
performance in central bank independence.

2 MATERIAL AND METHODS

Currently, the empirical literature on central bank
independence heavily relies on the methodology
proposed by Cukierman et al. (1992), as seen in works
such as Garriga (2016) and Dincer and Eichengreen
(2013). The index, as suggested by Cukierman et
al. (1992) (referred to as CWN), comprehensively
decomposes de jure independence into four variables:
the position of the chief executive officer, the position
of the bank in policy formulation, the determina-
tion of objectives, and limitations on lending to
the government. Each of these variables is further
decomposed into concrete criteria that define the
components of independence.

The components of the CWN index were selected
to best capture the independence standards of
the second half of the 20th century. During this

period, central banks typically made monetary policy
decisions monocratically, with the chairman playing
a dominant role. Moreover, a significant challenge
to central bank independence was associated with
(low) limitations on lending to the government. This
rationale justifies the relatively high weight assigned
to the variable of limitations on lending to the
government in the CWN index. Critiques of the
CWN approach, however, highlight its omission of
crucial independence components such as budgetary
independence and bank board independence (Ewiss,
2003; Crowe and Meade, 2008).

Empirical studies that evaluate central bank inde-
pendence based on the CWN methodology, designed
for independence standards of the previous century,
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might lead to misleading implications when assessing
current independence.

To address these critiques and overcome theoretical
limitations, we propose a similar index that addresses
these concerns and simplifies computationally inten-
sive aspects of the CWN approach. The index com-
ponents are derived from the central banks’ charters
of OECD countries over the last decade, maximizing

objectivity and minimizing subjective evaluations.
We define four main components of central bank
independence following Bini Smaghi (2008): personal,
functional & institutional, financial, and budgetary
independence, further decomposed into 14 criteria in
total, each coded on a scale of 0 (lowest independence
level) to 1 (highest independence level).

3 RESULTS

IMF Central Bank Legislation database crosscheck-
ing it with the disposable official legislation of
the analyzed central banks. Although the dataset
is designed as panel data, there is generally little
variation in de jure independence between years, as
the analyzed parts of legislation remained mostly un-
changed. However, we observed a significant decrease
in independence for the central bank of Turkey and
an increase in independence for the central banks
of Costa Rica and Iceland between 2015 and 2020.

Additionally, we noticed less significant changes in
independence for the central banks of Hungary,
Norway, and Great Britain. The complete dataset is
stored in a public repository.

The newly proposed central bank independence
index indicates that the examined countries whose
central banks are members of the Eurosystem have
relatively high independence levels. In contrast,
the central banks of the examined Commonwealth
countries exhibit relatively lower independence.

4 CONCLUSIONS

This paper introduces a novel approach to assessing
the central bank independence based on an updated
Cukierman et al. (1992) index. The index is designed
to address critiques and theoretical limitation sof the
existing indices.

The results for 21 OECD countries (excluding
the Eurozone) suggest that the Commonwealth
countries’ central banks exhibit relatively low inde-
pendence compared to rest of the analyzed OECD
countries.
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1 INTRODUCTION

Destination management and its importance for
tourism are key aspects for the development and
prosperity of destinations. Destination management
also plays a crucial role in facilitating communication
between the different tourism stakeholders. The
destination’s brand and image are an essential part
of destination management, as a destination needs to
remain competitive. Moreover, the brand establishes

an emotional connection with visitors and embodies
both the emotions and the uniqueness of the desti-
nation. Emotions therefore play an important role in
understanding tourists’ behavior and preferences [1].
In addition, [1] have also identified loyalty towards
the destination as one of the indicators of visitor
acceptance by locals. Positive emotional stimuli after
a visit lead to higher loyalty towards the destination,
as confirmed by a previous study [2].

2 MATERIAL AND METHODS

The study used secondary data [3] collected through
a questionnaire survey. The target group was Des-
tination Management Organizations (DMOs) in the
Czechia at local, regional, and national level. In total,
the DMOs answered 17 questions related to emotions.
The questionnaire was distributed via email and was
accessible from 28 February 2023 to 18 March 2023.
During this period, 54 of the 176 DMOs contacted

completed the questionnaire, resulting in a response
rate of almost 33%. The data were then analyzed
using basic statistical characteristics and contingency
tables. As part of the study, representatives from
three different levels of DMOs (Karlovy Vary region,
Moravian Karst and Tábor) were selected. A compar-
ison of their websites and social media profiles was
conducted, focusing on brand image and slogans and
their impact on emotions.

3 RESULTS

The main focus of the study is on the use of
emotion in the marketing activities of DMOs at
different levels. Key considerations include visual
content, originality, and alignment with the target
segment. The emotions that are most important for

destinations include, above all, interest, inspiration,
enthusiasm, serenity, and pleasure.

Indeed, a strategy based on emotions seems to
be successful, especially when it comes to increasing
the awareness of a destination and the number of



90 Adéla Prášilová, Veronika Suchárová and Šárka Vanková …

visitors. Conversely, loyalty, gratitude, determina-
tion and strength seem to be of lower priority.
The questionnaire survey shows that only 3 of the
DMOs surveyed intend to address the loyalty of their
visitors. Interestingly, the same 3 DMOs claim that
their focus on emotions has led to an increase in
visitor numbers. Therefore, it can be argued that
DMOs should not neglect the loyalty of their visitors.

A further analysis was conducted on the web-
sites and social media profiles of three selected
destinations. The first is the Karlovy Vary region,
which created the brand “Živý kraj” and the slogan
“Mozaika zážitků” [7]. Despite the catchy slogan
and logo, they do not provide enough information
about the region itself. Nevertheless, both the website
and the social media pages give an energetic and
diverse impression. The second destination is the
local DMO in Tábor. The advertising for this
destination is relatively simple and could be made
a bit more playful and entertaining. Their slogan
is “Zažijte Tábor” [6], and the social media content
is primarily aimed at residents. As for the regional
DMO, Moravian Karst, the slogan “Musíte vidět,
můžete si zamilovat” clearly captures the feelings of
love and interest [4]. Even though this slogan does not

have a direct association with the destination, it is
original and easily memorable. This destination also
incorporates colors used in its logo and throughout
its advertising, focusing on mystery and tranquility.

The destinations mentioned aim with their slogans
to arouse interest, but they do not reflect the essence
of the respective regions. The slogans do not evoke
strong associations with the respective destination,
and customers may remember the brand, but not
the particular destination. However, the destinations
convey consistent advertising across all platforms.
The city of Tábor is the only one that targets
its social media advertising primarily at the city’s
residents. In this case, the city could consider creating
new social media accounts targeting potential visitors
to increase its reach. Destinations around the world
strive to create an emotional connection with their
visitors in order to create a bond between the traveler
and the place in question. Examples include slogans
such as “Amazing Thailand,” “I feel Slovenia” and
“It is more fun in the Philippines” [2]. According to
the authors, these are associations that visitors recall
when the slogan is mentioned about a particular
country. This idea is also supported by other studies
[5].

4 CONCLUSIONS

Based on the results, it can be argued that focusing
on emotions and choosing the right advertising
approach can be one of the key factors for the success
of DMOs in the Czech Republic, which translates into

an increase in the number of visitors or an increase
in the awareness of the destination. Ultimately, this
leads to a renewed increase in visitor numbers.
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1 INTRODUCTION

Measuring tree trunk volume is a process that
forestry workers encounter every day. Tree trunk
has to be measured to plan future inventories, meet
tree trunk transport standards, invoicing etc.. We
get to the resulting numerical expression of tree
trunk volume through a series of sub-processes which

take some time applied for one harvested tree. So if
there are hundreds of trees, worker can either make
professional guess or try to measure every tree by
himself. That is where Artificial Intelligence (AI) can
be useful. With it we can make measuring of tree
trunk volume more accurate and faster.

2 MATERIAL AND METHODS

The automatic tree trunk detection algorithm con-
sists of four steps. First, it is identification in each
frame for the training need and then using the neural
network. Then, the found structures are adjusted
with the help of filtering and in the last step an
accurate mathematical model is created using the
RANSAC iteration algorithm. [1]

From captured photo we need to identify parts
of images which contains tree trunk cross section
(simplier said ellipses from harvested tree). For this
apporach I used pre-trained neural network model
called YOLO version 5. Object we are looking for –
harvested tree – is not among the pre-trained classes.
First we have to feed the model with labeled images
of harvested trees and than train it like on Figure 1.

After we identify coordinates in image where tree
trunk is, need to process image so there is big

contrast between tree trunk and surrounding. We do
it be editing levels, channels, brightness and colors of
image.

Now we can identify geometric objects which are
closest to cross section of tree trunk. The shape
can be described as circle or an ellipse. We used
mathematic filters for detecting edges of objects. We
chose two filters (Sobel and Canny) because of their
properties. Applying them we identify edges of object
represented by white pixels. [2] [3] See Figure 2.

The final part of this process is process called
RANSAC which randomly generates circles and
ellipses and than tries to find best solution where as
much as possible white pixels lies on the geometric
object.
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Fig. 1: YOLOv5 detection of custom objects

Fig. 2: RANSAC detection based on ellipse object

3 RESULTS

After my testing calculations on real world data wed
can say the accuracy between the calculations of

algorithm and values directly calculated on-site is
approximately between 80%–99%.

4 CONCLUSIONS

Required accuracy are dependent on proccesing
time and available computing power. The difference
between calculations of this algorithm and values

directly calculated on-site is mainly based on the
provided reference value.
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1 INTRODUCTION

The pursuit of sustainability is widespread today and
requires a comprehensive economic transformation
that also directly affects the public sector. In this
context, the IT sector is ambivalent, as on the
one hand it enables significant efficiency gains,
but on the other hand it has significant resource
requirements. In this paper, the possibilities of IT, in

particular Artificial Intelligence (AI), are explained
in more detail in the context of sustainability. A
practical example is used to illustrate how the idea
of sustainability can be successfully integrated into
the process of software development. It will also be
shown how the public sector can actively participate
in the sustainable transformation of the IT sector.

2 MATERIAL AND METHODS

In order to write this present article, multiple sources,
materials, and methods were used to conduct a
thorough and comprehensive investigation. The main
sources, materials, and methods are listed below:

Sources:

• Literature: In order to establish a solid theoretical
foundation, extensive scientific articles, books and
conference proceedings on AI and its role in sus-
tainability were consulted. This included papers
from recognized researchers and institutions.

• Government reports: official documents and re-
ports from governments and international orga-
nizations, such as the UN, were analyzed to gain

insights into policy and regulatory aspects in the
field of AI and sustainability.

• Case studies: research on case studies from
different industries and regions was used to
explore practical applications of AI to promote
sustainability. This information was obtained
from published company reports and academic
sources.

• Databases: comprehensive datasets on environ-
mental indicators, social parameters, and eco-
nomic metrics were obtained to conduct empirical
analyses. Note, however, that this data sourcing
was ongoing at the time of the conference.
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Methods:

• Literature Review: A comprehensive review of the
relevant literature was conducted to capture the
current state of research in AI and sustainability.
This included identifying trends, challenges, and
potential solutions.

• Expert interviews: interviews with experts from
industry and research were conducted to gather
insights and learnings. The opinions and expe-
riences of these experts were included in the
analysis. In addition, a best practice example of
a start-up operating in the relevant market is
described in a separate chapter.

3 RESULTS

The IT industry is currently undergoing a transfor-
mation in which sustainability aspects are gaining
in importance and AI solutions are becoming more
widespread. This change has a reciprocal effect: On
the one hand, AI enables previously unattainable
optimization and savings in terms of sustainability;
on the other hand, the resource consumption of AI
models can be considerable.

In the public sector, more and more customers are
recognizing the potential of AI. Advances in Natural
Language Processing (NLP) and Computer Vision

(CV) are enabling practical use in the processing of
text documents and large amounts of data. Tasks
that were previously delayed due to high manual
workloads can now be completed in the shortest
possible time using AI solutions. The successful
implementation of these new technical possibilities in
practical use is made possible by specialized software
companies. These companies are able to adapt and
specialize advanced AI models from research for
individual use cases.

4 CONCLUSIONS

It is now also up to the public sector to translate
modern technologies into reality and practicality, to
proactively approach new players, and to recognize
the potential for strengthening the sustainability of
public administration and translate it into concrete
action. Specialized consulting companies play a
pivotal role in assisting the public sector in this pro-

cess. Through collaborative partnerships with various
startups and expert engagements, they can effectively
drive the transformation of the IT sector towards
greater sustainability. Embracing these opportunities
for innovation and sustainability is crucial for the
future success of public administration in the digital
age.
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1 INTRODUCTION

Growing and global competition has forced car-
makers to increase outsourcing activities. Externally
sourced components are crucial for the total cost
structure of a car, see [1], while competitive prices
are crucial for carmaker’s profitability. For that
reason, automakers have built up cost engineering
organizations with the aim to set challenging Should
Cost Calculations (SCCs) which enable fact-based
negotiations. Few researchers have described the
process and information requirements to generate
SCCs in detail. These authors focus on the direct
cost categories within Should Costing, while the
consideration of indirect cost remains unclear [2].
This is surprising because the importance of indirect

activities and costs modern manufacturing environ-
ments has been intensively discussed since the 1980s
of the last century, see for example [3].

This paper aims to highlight how carmaker’s cost
engineers rate their cost knowledge in terms of
supplier’s material- and manufacturing overheads.
Additionally, it is investigating if they perceive
a higher risk, that not justified supplier cost are
potentially hidden in these indirect compared to
direct cost categories. Lastly, the paper seeks to
uncover whether cost engineers consider different
levels of analytic detail and see differences within the
suitability to conduct fact-based negotiations within
both cost categories.

2 MATERIAL AND METHODS

The data was collected through a survey, that was
addressed to a global population of cost engineers.
The survey was posted within the channel “Society of
Product Cost Engineering and Analytics” (SPCEA)
on the career platform LinkedIn. The timeframe
of the investigation was May–July 2022, while 47
responses were collected. The individuals in focus
of the investigation had to state to work for a car

manufacturer and indicated at least three years of
work experience within the field of cost engineering.
Afterwards the selected sample of cost engineers
was asked to perform 20 ratings on a Likert scale.
The ratings focussed on statements, that referred
to three direct (raw material, labour, machine)
and two indirect cost categories (material- and
manufacturing overheads). Dependency of selected
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answers on direct/indirect costs type were evaluated
by χ2-independence test with the null hypothesis:
Independence of assessed variables. In the case of
null hypothesis rejection, the Cramer coefficient
was calculated to determine the strength of the

dependency. To assess the substantive nature of
the detected dependence, the so-called residuals
were calculated as differences between empirical
and theoretical absolute frequencies. The significance
level was set at 0.05.

3 RESULTS

The result of χ2-independence test can be sum-
marised as follows:
1. Cost engineers rate their cost knowledge within

indirect cost categories different compared to
direct cost categories (χ2 = 120.69; p < 0.001;
Cramer V = 0.717).

2. Cost engineers perceive a higher risk that suppli-
ers successfully hide not acceptable cost within
indirect compared to direct cost categories (χ2 =
157.63; p < 0.001; Cramer V = 0.908).

3. Cost engineers rate the level of analytic detail
in indirect cost categories of their SCC different
compared to direct cost categories (χ2 = 157.63;
p < 0.001; Cramer V = 0.987).

4. Cost engineers rate the suitability to conduct
fact-based negotiations in indirect cost categories

different compared to direct cost categories (χ2 =
106.34; p < 0.001; Cramer V = 0.621).

In all cases, the null hypothesis of independence
of the observed variables is rejected and the Cramer
coefficient suggests rather strong dependencies. By
analysing the change of the algebraic sign of resid-
uals, the direction of the identified dependencies
could be identified. It could be concluded that cost
engineers have a higher cost knowledge in the direct
cost categories, perceive a higher risk of not justified
cost in indirect cost categories of a supplier quote,
perform a higher level of analytic detail in the direct
cost categories and see a higher suitability to conduct
fact-based negotiations within direct compared to
indirect cost categories of their SCC.

4 CONCLUSIONS

The results of this paper confirm significant differ-
ences within the direct compared to the indirect
cost categories of SCCs. The identified correlations
and their direction indicate a need to improve
the determination of material- and manufacturing
overheads within a SCC and to overcome potential
weaknesses of currently applied cost estimation
techniques. Since quantitative findings are not suited
to draw conclusions on causality and rout causes of an

observed phenomenon, further quantitative research
is needed. A deeper understanding could be acquired
through expert interviews. Finally, the consolidation
of quantitative and qualitative findings, could lead to
new cost model approaches, which aim to improve the
level of analytic detail and the ability to conduct fact-
based negotiations within the indirect cost categories.
This could mitigate the risk, that not acceptable costs
are hidden within supplier offers.
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1 INTRODUCTION

Identification of the underlying reasons for successful
entrepreneurship has been the motivation for signif-
icant resarch for decades but little agreement has
been reached regarding how parents may influence
their children’s ambition to create their first start-up
or how socioeconomic status impacts on its success.

Consequently, this research focused on German start-
ups of first-time founders and sought to establish the
extent to which parental influence and socioeconomic
status prompt individuals to become founders of
start-up companies and the impinge on subsequent
success level.

2 MATERIAL AND METHODS

The abundance of start-up firms in Germany is
evident from Startupdetector data, which recorded
24,714 start-ups established since 2013, of which
12,937 were attributed to first-time founders [1].
However, the 90% failure start-up rate, 20% in less
than one year [2], highlights the need to address the
causes of survival and success of these start-ups. It
is to be expected that family parental support and
socioeconomic status are probable factors for first-
time founders start-up success. These facts generated
an extensive literature review to identify gaps in the
current knowledge and to develop research questions
and hypotheses to be resolved. Mixed methods were
selected to gather and to analyse data in two stages:
qualitative methods to collect data, the findings of
which informed creation of a quantitative survey

[3] enabling four major hypotheses to be tested [4].
The qualitative study employed a purposive sample
of 20 first-time founders of German start-ups, who
had expert in-depth knowledge of the opportunities
and risks of the venture. Semi-structured interviews
selected for data collection provided a means of
gathering facts and feelings from the participants
by means of open questions that would facilitate
facts and feeling to be expressed in an atmosphere of
collaborative discussion. The interviews commenced
with collection of the participants‘ personal data
including age range, educational achievement level,
and family background. The responses to the inter-
view questions were analysed by means of systematic
form of content analysis ensuring high rigour and
transparency of the findings [5]. Subsequently, the
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major findings from the qualitative interviews were
used to develop the quantitative survey, which had
the purpose of validating/invalidating each of the
major findings. The quantitative survey also gathered
personal data and comprised several rating and
ranking questions. The sample was statistically rep-

resentative. Of the 1,500 German first-time founders
who were contacted via LinkedIn or email, 401 took
part in the survey. Analysis of the quantitative data
was conducted using SPSS software, which enabled
resolution of the hypotheses as valid or null.

3 RESULTS

Most participants in the qualitative study expressed
the belief that the high socioeconomic status of
their parents had significantly impacted the financial
success of their start-ups but also that those from
lower socioeconomic backgrounds were able to be
successful founders. The extent of social mobility of
some successful founders was also evident and con-
trary to existing studies, which found social mobility
in Germany to be very low. A major limitation of
these findings was that some founders were unwilling
to disclose the extent of financial support and/or

access to parental networks that had taken place. The
quantitative survey confirmed that the socioeconomic
status of parents positively influenced the academic
and socialisation success of children, who founded
first-time start- ups. But parents and family were
not proven as the most important factor in start-
up success. The socioeconomic status of the founder
was also proven to have a positive influence on
start-up success, even when socioeconomic status was
relatively low.

4 CONCLUSIONS

The employment of mixed methods research in this
study enabled the initial findings from the qualitative
interviews to be further investigated in a statisti-
cally representative sample of start-up founders. It
demonstrated that the initial findings corresponded
in relation to socioeconomic status influencing start-
up success, and confirmed that higher socioecoomic

status of parents was not always the influencing
factor. Whilst the parental influence was found to
support academic achievement and socialisation in
both studies, it was not proven as the most important
factor in start-up success. Overall the degree of
correspondence of the findings was high.
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1 INTRODUCTION

This paper examines and assesses the internal and
external operations of the police and how they are
perceived by the public. There are risks that specific
police officers will act improperly in situations where
threats are stopped or crimes are investigated and
prosecuted. If the police are criticised by the public as

an authority, their reputation suffers. The resulting
damage to the reputation of the police and police
departments seems to have been hardly considered
so far and must be covered by a risk management
strategy in the future.

2 MATERIAL AND METHODS

Citizens who have come into contact with the police
as a service provider of internal security in order to
receive help in crime-related situations are generally
satisfied with the police work. The attractiveness of
the police as an employer, on the other hand, is
closely related to their reputation and recruitment.
Despite the high level of trust in the police, attacks
on the police occur in many places on New Year’s

Eve. The aim of this article is to discuss the current
state of knowledge on the reputation of the police as
a non-profit organisation in a business sense and to
answer a related scientific question. In order to create
the theoretical framework for a quantitative survey
in advance, a structured literature search was first
conducted, the results of which were subjected to a
qualitative content analysis according to Mayring [1].

3 RESULTS

The qualitative content analysis shows that the
reputation of the police can be divided into an
affective and a cognitive component and can be

influenced on the one hand by personal experiences
from a police contact and on the other hand by
the news [2]. In this context, the evaluation of the
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quantitative survey confirms the assumption that
people who have turned to the police of a request
for help or to avert danger are quite satisfied with
the police work.

In order to counteract negative feelings, police
officers should choose respectful as well as explana-
tory verbal communication, which in turn affects
the quality of the service and image of the police.
This behaviour, as well as a neat and tidy external
appearance, creates a professional effect on the police

counterpart. On the one hand, this underlines the
results of the survey that the attractiveness of
the employer has a high relevance in the choice
of employer and, on the other hand, shows that
the reputation of the police and the recruitment
of personnel are mutually influence each other.
However, the flexibility of work structures does not
have a significant impact on the attractiveness of
the police, but shorter working hours and part-time
compatibility could increase it.

4 CONCLUSIONS

In addition to a study previously conducted by the
lead author, it can also be stated here that the
reputation of the police is made up of the components
professionalism, trust, satisfaction, appreciation and
respect, as well as presence in public [3]. The
reputation on the police can also be influenced by
personal experiences. Since it can be stated that the
relevance of flexibility does not have a significant
correlation with the attractiveness of the police, but

has an effect on it. The conversion of work structures
to shorter working hours and part-time compatibility
would be one way to increase the attractiveness of
the police. This statement underlines the results of
the survey, in which the participants stated that the
attractiveness of the employer has a high relevance in
the choice of employer and shows that the reputation
of the police and the recruitment of personnel are
closely linked.
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1 INTRODUCTION

The concept of zombie companies has garnered global
attention, representing financially unsustainable yet
persisting firms sustained by low-interest rates, le-
nient lending, and government interventions. (Hoshi,
2006; Banerjee & Hofmann, 2018; Tan et al., 2016)
Their growth, from 1–2% to 12% in world economies
from the 1980s to 2016 (Barenjee & Hofmann, 2018),
is evident in research and media, emphasizing the
need to comprehend their dynamics and economic
impact. While existing literature comprehensively de-
fines zombie firms, their causes, and economic effects,

a significant gap remains in assessing the influence
of the institutional environment and taxation on
their emergence. This study bridges that gap, using
cross-country data to explore how the institutional
environment and the implicit tax rate affect the
likelihood of firms becoming zombies, recognizing
the crucial role of the institutional environment and
taxation. Understanding the influence of taxation
and the state on zombie firm emergence is pivotal
for effective policymaking and sustainable economic
growth.

2 MATERIAL AND METHODS

The empirical research is conducted on an unbal-
anced dataset encompassing firm-level, macroeco-
nomic and institutional observations. The dataset
covers 47 European countries over the annual period
of 2011–2020. The firm-level data were sourced from
Orbis, a commercial database provided by the elec-
tronic publishing firm Bureau Van Dijk. This resulted
in a considerable dataset comprising 5,365,740 non-
financial firms, providing a substantial foundation for
our analysis. The study is conducted only on non-
financial firms. For this reason, all banking firms
and insurance companies were removed from the

dataset. The Orbis database provides information
for both consolidated and unconsolidated units.
Consolidated units were removed to avoid double
counting. Institutional and macroeconomic data on
yearly basis were obtained from the World Bank.

To identify the probability of a zombie firm
occurrence, we use panel data analysis where the
model is a logistic regression with fixed effects. The
fixed effects are chosen based on the premise that
each firm behaves specifically, and this assumption
is approved by the Hausman test.
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3 RESULTS

The outcomes of the second model reaffirm the pro-
cyclicality of institutions, with a confirmed negative
effect of GDP on the likelihood of zombie firm
formation. This indicates the tendency for excessive
lending during economic upturns and heightened
caution during downturns. Regarding institutional
variables, the implicit tax, denoting the tax cost-
to-profitability ratio, exhibits a negative impact on
zombie firm occurrence, aligning with the hypoth-
esis that an increase of implicit tax reduces the
probability of zombie emergence. Furthermore, the

influence of taxation is highlighted through the
significant outcome of tax competition, rejecting
the notion of tax system heterogeneity concerning
firm zombification; whether a firm is located in a
low-tax haven or a high-tax country, the impact
on zombification remains negligible, showcasing the
homogenous behaviour of different tax systems.

The outcomes of the third model provide mixed
findings, revealing the dual nature of the institutional
environment’s influence on zombie firm emergence,
with both positive and negative effects observed.

4 CONCLUSIONS

This paper empirically investigates the effects of
implicit tax rate and institutional environment on the
formation of zombie firms. It finds that implicit tax
rate has negative influence on emergence of zombie
firms and this influence is further strengthen by
homogeneity which occurs among taxation systems
in terms of firm zombification. Further, we explore
impact of certain parts of institutional environment
which reveals diverse influence of institutional quality
on the occurrence of zombie firms. Generally, we
can conclude, that government plays huge part in
zombie firm creation and there are reasons why the
government is willing to support or create zombie
firms, but if it is pragmatic and market-oriented
enough, it will leave emotions and protectionism
aside and try to prevent or get rid of them.

In response to these findings, we propose a
comprehensive set of legislative changes to combat
zombie firms, including implementing a minimum
tax requirement for large corporations to deter
excessive debt and zombification risk, enforcing a low
capitalization rule to restrict tax cuts and excessive
financing leverage based on an interest expense-to-
capital ratio, strengthening the obligation to publish
firm documentation in a public register with stricter
penalties for non-compliance, establishing a ratio-
based limit on debt relative to firm sales to prevent
further tax burden leveraging by inefficient firms,
and encouraging states to serve as mentors and
supporters rather than bailout providers, promot-
ing responsible risk management and encouraging
restructuring or mergers as needed.
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1 INTRODUCTION

Like other economic sectors, the Accommodation,
food and hospitality sector was also affected by the
Covid-19 pandemic. According to [1], it was the
Accommodation sector that was among the hardest
hit and has been suffering the consequences ever
since. Before the advent of the pandemic, it was
a dynamic market that had been on the rise for
many years. Border closures, flight cancellations and
lockdowns made travelling and overnight staying in
hotels and other accommodations all but impossible.
Fear and restrictions have generally resulted in
frustration, which has been shown to negatively affect
people’s well-being [2]. Although many studies have

been done on the effects of pandemics on people,
very little space has been devoted to the health of
businesses. Based on results in [3], we know that in
2020 there was a drop in the efficiency of companies
falling under the Accommodation sector. However,
this study focused only on the year of the pandemic
outbreak in the EU and not on the recovery period.
For this reason, in this paper we focus on evaluating
the efficiency of enterprises in the Accommodation
sector in 2021. In order to achieve a homogeneous
dataset, the analysis focuses only on V4 countries
that have the same type of tourism.

2 MATERIAL AND METHODS

In contrast to the earlier [3] and [4] studies, in
this paper we rely on accounting data of individual
enterprises obtained from the Orbis database. In
total, it was possible to obtain information from
1 309 enterprises operating within NACE code 55
(i.e. accommodation). Specifically, there are 86 Czech
companies, 114 Hungarian companies, 205 Polish
companies and 904 Slovak companies. All sizes of

enterprises are represented in the dataset, i.e. from
the small to the very large category.

A non-parametric data envelopment analysis
(DEA) method was chosen to calculate production
efficiency. Since we have enterprises of different
sizes represented in the dataset, we decided to use
the BCC model, which allows us to work with
variable returns to scale. We chose the output
orientation of the model, as the decline in the amount
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of accommodation purchased during the pandemic
leaves room in the market for a renewed increase in
bookings and hence company turnover. The turnover
of enterprises was chosen as the output variable. The
labour factor is represented in the model by the
cost of employees and the capital factor by the total

assets of the enterprise. In order to fully investigate
the change not only in individual efficiency but also
in the production possibilities frontier, we used a
calculation via the Malmquist production index. All
calculations were performed in DEA SolverPro.

3 RESULTS

The results of the changes in the Malmquist index
and its two components (i.e. individual efficiency and
frontier) for the V4 countries are reported in form of
median in Tab. 1. We can conclude that all countries
are experiencing an increase in the frontier, signalling
some recovery in the sector. However, the Czech

Republic and Slovakia are lagging behind in changing
individual efficiency, as the median efficiency is below
the value of 1. Nevertheless, according to the overall
situation (i.e. the overall index), the recovery process
is generally visible, as the index values are higher
than one (almost equal to one in the case of Slovakia).

Tab. 1: Median change in efficiency, frontier and Malmquist index in the form of growth coefficients for the period 2021/2020

Country Efficiency change Frontier change Malmquist index change
Czech Republic 0.9796 1.0518 1.0615
Hungary 1.1437 1.0395 1.1801
Poland 1.1991 1.0143 1.1726
Slovak Republic 0.9086 1.0881 0.9973

4 CONCLUSIONS

This article looked at a comprehensive assessment
of changes in the efficiency of enterprises in the V4
countries in 2021. The results show that the slowest

recovery is taking place in Slovakia. Other countries
show growth in the overall situation, mainly due to
the growth of the production possibilities frontier.
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1 INTRODUCTION

The squeeze effects resounded throughout the stock
markets in 2021 when a massive group of retailers
connected through forums opened enormous long
positions for GME stock. Because of the strong
demand from retail investors, hedge funds were
forced to close their short-selling positions. The case
of this stock became one of the best-known squeeze
effects that happened on the market. Before closing
their positions, institutional investors held more than
100% of the existing shares in their short-selling
positions.

Through this event, the squeeze effect came to the
attention of investors as well as the public as an
event where the market regulators had to intervene
to restrict trading in GME stock. The case of
GameStop is well known, but the determinants of this

effect are unclear. It is known to be a phenomenon
associated with excessive opened short positions.
Increased trading volumes of retail investors put an
upward pressure on the share prices [1], and this is
further associated with excessive short positioning
where short sellers are forced to close positions
due to sharp price movements [2]. Based on these
observations, we assume that changes in short-selling
are related to the probability of squeeze effect
occurrence. However, it is currently not known to
what extent the two phenomena are related. Is this
a definable phenomenon where a rapid reduction
in short positions triggers a short squeeze or is it
a merely random phenomenon where closing short
positions affects one stock but not the other? These
and similar questions motivate our research.

2 MATERIAL AND METHODS

The dataset consists of a total of 70 firm stocks at
a monthly frequency in the period from 03M/2018
to 03M/2021. We have chosen Mainly the companies
with less than a hundred million float shares, because
the companies with smaller caps are more volatile
[3]. The dataset was further expanded to include
“blue-chip” stocks where Morningstar database was
the source of the data for the analyzed companies.
The companies’ data were then augmented with

an attention index – the search intensity index
downloaded from Google Trends. Then, macroeco-
nomic indicators are obtained from Yahoo! Finance.
From the selected companies, we determined whether
the company experienced a squeeze effect and in
what period. This was intended based on three
factors. First, we observed whether the volatility
of the stock prices increased exponentially in one
period. At the same time, we further analyzed these
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companies whether the short interest of the firm’s
stock increased exponentially in the same period. If
these two criteria were met, we observed whether the
squeeze effect of the company was also discussed on
internet forums. If a firm met all three criteria, it

was assigned a value of 1 in that month. Otherwise,
it would take the value of 0. Then we employ logit
regression to identify the likelihood of the occurrence
of the short squeeze effect.

3 RESULTS

The results of the logit regression indicate a signifi-
cant effect of market trading volume, stock trading
volume, stock profitability, and the intensity of the

search for a particular company on increasing the
likelihood of the squeeze phenomenon.

4 CONCLUSIONS

The empirical results contribute to the recent stream
of literature, examining which key indicators increase
the likelihood of the squeeze effect occurrence. First,
we confirm the occurrence of the squeeze effect
through the short-selling strategy. Investors’ atten-
tion should be focused on a large amount of open
short positions. Second, we find that the likelihood
of the squeeze effect occurrence increases with the
low market capitalization of the company. A higher

likelihood was identified for companies, for which
the squeeze effect was observed at least once. We
argue that the risk of a squeeze becomes significant
when stocks are hard to borrow. Especially when
there is a lack of floating shares to trade. Third, our
results suggest that although trading volume does
not have the predictive power of the squeeze effect, it
is a major factor that increases market volatility and
large stock price movements.
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1 INTRODUCTION

The article is focused on the characterisation of
oilseed rape’s vertical commodity chain’s selected
relations as the main representative in the group of
oilseeds in the Czech Republic. The research activity
is focused on the behavior of selected groups of
subjects in the vertical commodity chain. Among the
investigated parts are primarily agricultural oilseed
rape growers, industrial rapeseed’s producers focused
on oleochemical uses, traders and distributors of
rapeseed’s oil methyl esters and final consumers of
diesel [3]. The sowing the rapeseed oil in Czech
agricultural landscape for its subsequent processing
into methylesters of rapeseed oil has been divided

by 4 milestones in the last quarter of a century.
In September 2007, based on the Air Protection
Act, 2% biocomponent was compulsorily added to
diesel fuel, from September 2009 this proportion was
legislatively increased to 4.5% and in April 2010 to
the final 6%. On July 1, 2022, according to a legal
change, the mandatory addition of biocomponent
to diesel fuel was abolished, and it continues to
be voluntary. Based on the determination of the
relationships in the vertical commodity chain, the
relevant demand functions are formally expressed,
which will be the basis for creation of the dynamic
econometric model of the functions [1].

2 MATERIAL AND METHODS

The research database covers a twenty year horizon.
Since 2003 when the Czech Republic was preparing
to entrance to the European Union, until 2022 which
affected the price environment on European com-
modity markets due to the war situation in Ukraine.
Used data contains the production of rapeseed oil,
the harvest area, production of FAME – fatty acid

methyl ester, production of MEŘO – methyl esters
rapeseed oil, prices of agricultural producers, prices
of industrial producers, consumer prices of diesel fuel,
consumption of diesel fuel in In the Czech Republic,
the mandatory percentage of the bio component
mixed into diesel fuel based on legislative changes
[3]. A linear regression model is used to investigate
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dependencies in the vertical commodity chain of
oilseed rape. This linear model meets the basic
assumptions and is properly defonned, it is linear in
the parameters and has an additively connected error
term, the error term of the model has zero skewness,
none of the explanatory variables are correlated with

the error term, the observations of the error term are
not correlated with each other, the error term has
constant variance, none of the explanatory variables
is a perfect linear combination of another explanatory
variable, and the error term has a normal distribution
[2].

3 RESULTS

Oilseed rape production was the highest in 2014,
when 1537.3 thousand tons were grown on an area
of 389.3 thousand hectares. This year, due to the
climate, farmers achieved above standard yields
per hectare. In the investigated period, rapeseed’s
cultivation was supported by agricultural support
programs, unified payment per area of agricultural
landscape, support for the recovery of field and
special crops, support for the use of biocomponent

in transport from the chemical industry. The pro-
duction of the biocomponent for ingredient in diesel
fuel has been produced primarily from rapeseed oil
for a long time. In 2018, a change occurs, when
Czech producers partially use other sources for the
production of biocomponent, the largest percentage
is occupied by rapeseed oil, followed by used cooking
oils, palm oil, soybean oil, animal fats and sunflower
oil.

Fig. 1: Production of rapeseed, production of FAME and MEŘO in the Czech republic

4 CONCLUSIONS

There are visible changes in the production of
biocomponent, which reflects an increasing trend in
consumption until 2014 and decreasing trend in the
consumption of rapeseed for the production of MEŘO
from 2015. The decreasing trend is caused by the
replacement of rapeseed oil with other components
used in production, which also reflects the decreasing
harvest area used for technical rapeseed. In 2021, the

area proportion for rapeseed used for the production
of MEŘO was 35%. The Czech Republic is still the
largest rapeseed producer in Europe. Rapeseed oil
still represents the largest part in the production of
biocomponent, but are these times coming to the end
and more modern way of producing biocomponent is
beginning?
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1 INTRODUCTION

The relationship between minimum wages and em-
ployment has been examined in many studies, but the
results are different [1]. Some authors argue that an
increase in the minimum wage will definitely reduce
employment, while others argue that the effect of
an increase in the minimum wage on employment is
insignificant. A less studied but very close topic is
the effect of job creation on the minimum wage. The

automation process results in a decrease in demand
for less skilled workers but an increase in demand for
more skilled workers, causing changes in the labour
market [2].

However, it does mean that there may be more
effort by employers to find suitable employees,
leading to higher employment of recruiters and the
creation of new specific jobs [3].

2 MATERIAL AND METHODS

All data used for this article were obtained from
Eurostat. The time span considered was from 2008 to
2022, due to data availability and all 27 countries of
European Union were folowed. Due to the fact that
not all countries have a minimum wage, there are
also blind spots in the data, but no country has been
removed from the dataset. Models are based on the
calculations according to this equation:

NMW = β0 + JVβ1 + PGDPβ2 + LPβ3,

where NMW stands for national minimum wage,
JV stands for job vacancy rate, PGDP stands for
percentage of gross domestic product and LP stands
for labour productivity. This variables were chosen
according to to their relevancy to theoretical bases.

The minimum wage variable was published bi-
annually at Eurostat and converted to annual terms
for the purposes of this paper by applying a simple
arithmetic average. Job vacancy variable cannot
be obtained from Eurostat at country level but
only at NACE sectoral classification level. The
construction sector was therefore chosen because it
has a significant share of low-wage workers and at
the same time contributes significantly to GDP. The
labour productivity variable was used from Eurostat
in the form of a percentage change lagged by three
periods in real productivity per person.

The relationship between these variables was ex-
amined with use of regression analysis of panel data.
Calculations were provided by Gretl 2021a software.
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3 RESULTS

For most of the countries job vacancy rate seems to
be growing. The Hausman test did not reject the
random effects model. The fixed effects model had
lower information criteria. The differences between
the coefficients of fixed effects model and random
effects model are minimal. When visually inspecting
the graph of fitted and actual values, the fixed effects
model appears to be more appropriate.

All variables were statistically significant and were
not corrolated between each other. Residues do not
meet the normality condition.

The results show that, as the job vacancy rate
rises, the minimum wage will rise as well and as the
sector’s share on GDP and labour productivity rise,
the minimum wage will fall.

Fixed effects Random effects
Dependent
variable

Independent
variable Coefficient p-value Dependent

variable
Independent
variable Coefficient p-value

NMW const 812.93 <0.001 NMW const 827.22 <0.001
JV 33.61 <0.001 JV 33.70 <0.001
PGDP −21.26 0.005 PGDP −22.13 0.003
LP −1.77 <0.001 LP −1.76 <0.001

4 CONCLUSIONS

As this is authentic data, the results are influenced by
a wide range of external factors, causing models not
to accurately fit statistical assumptions and economic
theory. Since the vacancy rate is a predominantly
increasing variable despite improving technology,
which should lead to a reduction in the number of
job vacancies, the results of the model suggest that
as the vacancy rate increases, so does the minimum
wage.

Another surprising twist to this model is the
negative sign on the labour productivity variable and
and the GDP contribution variable. Negative sign
would suggest a decline in the minimum wage in
response to rising labour productivity or growth of
the industry. Such a result may also be a consequence
of significantly changing values of productivity.
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1 INTRODUCTION

Natural language processing has been a rapidly
developing field in recent years. Natural language
processing is divided into Natural language udner-
standing, natural language generating, Speech or
Voice recognition, Machine translation and Spelling
Correction and Grammar Checking [1]. Large lan-
guage models are used in applications that can syn-
thesize text, tell stories or fill emails. The way they
are trained (dataset) influences their deployment
domain along with the parameters so the ability to
maintain context in dialog communication. In the
near future, the learned language models could be
deployed for general tasks, without the need for
application-specific training. [2] The increasing size
of language models is one of the biggest trends at
the moment, and this is the reason why the creation
of non-specialized applications is preferred. Size is

measured by the number of parameters and the size
of the training data. This increase is evidenced by
the emergence of models such as BERT and its
variants, GPT-2, T-NLG, GPT-3 created since 2018.
The proliferation of language models has shown to
lead to improvements in various application tasks. [3]
The accuracy of different models varies from paper
to paper, even when comparing the same types of
models. [4, 5]

Similarly, no comprehensive research has been
found that compares multiple natural language pro-
cessing models. The comparisons found compared at
most six models of different types. [4, 6, 7, 9]. The
aim of this report is to provide an up-to-date survey
of natural language processing models with a focus
on communication context processing.

2 MATERIAL AND METHODS

The research focused on assessing the feasibility
of models in natural language processing and the
type of datasets for testing them. Natural language
processing models can be divided into three subsets
based on transformers. The first group includes

models with autoregressive transformers, such as
Transformers-XL, XLNet and models from the GPT
family. In the second subset are models based on
sequence-to-sequence (S2S) transformers, here are
models like T5, BART, PLBART, PALM and others.
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[10] The last group are models with auto-encoding
transformers, these are for example BERT and its
variants and TB. [11] To test the models, benchmarks

specialized for natural language processing tasks
should be used.

3 RESULTS

The main differences between the model types are
in the development of the system. Models with
auroregressive transformers are suitable for text
generation because they can predict the next word
based on text that has been read before. Models
with autoregressive transformers are most suitable
for use in text classification tasks. S2S models
include a Transformer encoder and decoder, which

is why they are so suitable for machine translation
tasks. The actual domain is the assessment of the
ability to exploit and preserve the context of dialog
communication. This is a prerequisite for dialog
communication. It addresses both the form of context
preservation (access) and the assessment of the
quality of the access thus implemented. [12]

4 CONCLUSIONS

The contributions describe the current trends in
language models, the rapid developments in this area,
but also suggest future challenges, especially the
possibilities to compare these models with each other,

including the ability to preserve the context of dia-
logic communication. This is a partial contribution,
a survey of the state of the art, but not a solution to
the partial problems defined here.
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1 INTRODUCTION

Investment decisions are often made on the basis of
LCC. Although the procedure is straight forward,
the authors of the studies based on LCC repeatedly
encounter the same questions and difficulties, which
have a considerable impact on the results of the study
and thus on the selection of the best option. In this
regard, reference should be made to the evaluation of
OPEX (i.e. energy costs), above all, to their future
development over the period under consideration. In
feasibility studies, the period under consideration is
generally set between ten years and sometimes more
than 20 year.

These uncertainties in input data (i.e. energy costs)
and the future development of input data inherent

the risk that not the best option of investment is
chosen with consequences for misallocation of limited
funds.

These uncertainties and risks in the evaluation
have to be addressed and measures to minimize the
risks and uncertainties have to be developed.

This paper covers the literature review on this
topic and reflects state of the art in LCC analysis and
identifies aspects for the improvement of the results
and to mitigate uncertainties and risks.

Even though the literature review relates to
LCC in general the focus is on the natural gas
infrastructure in Germany.

2 MATERIAL AND METHODS

An intensive literature survey on Elsevier, scholar
google but also in relevant German databases such
as Vulkan Verlag (Vulkan Verlag issues relevant
journals for the natural gas infrastructure), DVGW
and www.oilgaspublisher.de (publisher of Erdöl-
Erdgas-Kohle, the scientific journal of DGMK) was
conducted.

The literature review shows that case studies based
LCC analysis according to ISO 15663 is recognised in
the energy sector. Measures to mitigate uncertainties
and risks in the results are applied and categorized
[1]. The effect of these measures is rarly described.

Seven feasibility studies which were performed
by experts of consulting firms and were reviewed
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by experts of gas suppliers have been examined.
These feasibility studies are not publicly available.
These seven studies apply LCC analysis with NPV
method and served as the basis for decision making

on investments in the natural gas infrastructure.
These feasibility studies represent state of the art
and expert opinions. Also these studies do not apply
sensitivity analysis or risk assessment.

3 RESULTS

In many companies decision making follows estab-
lished procedures. Most companies apply discounted
cash flow methods and LCC analysis. Reviews of
academic and practitioner literature [2] revealed that
most LCC cases were far from ideal and difficulties
in conducting reliable LCC cases were found.

Detailed literature surveys on LCC analysis con-
ducted by [3] and (Shafiee et al., 2019).

A large number of publications deal with LCC
analysis in strategic management. On the one hand
there are literature reviews and on the other hand
case studies or elaborations on special topics in the
context of LCC analysis. The process of LCC analysis
and the application of NPV is well established and
recognized. LCC analysis based on ISO 15663 is

a well established and recognised standard in the
energy sector,

The results of an LCC analysis depend much on
the quality of the input data that a lack of quality
of these data can lead to wrong results. But not only
the quality of the input data must be discussed, but
also the development of the input data over time. The
prediction of the cost development of the input data
is one of the most difficult tasks in LCC analysis and
associated with uncertainties and risks. Sensitvity
analysis can mitigate uncertianties. Risk assessment
with Monte Carlo Simulation allows to quantify risks
by means of descriptive statistics.

The authors of the seven feasibilty studies ne-
glected sensitivity analysis and risk assessment.

4 CONCLUSIONS

A systematic examination of the results of feasibility
studies based on LCC analysis with regard to the re-
liabilty of the results elaborated in the models is rare.
Uncertainties and risks are addressed in literature
and appropriate measures such as sensitivity analysis
and risk assessment are proposed. Case studies based
on LCC models and extensive challanging of the
results (in the case the ranking of investment options)

are rare. For the infrastructure in Germany, this
investigation does not exist so far.

The need of additional measures such as weighted
scoring in order to implement social acceptance or
environmental aspects (i.e. CO2 emissions) is obvious
and will add additional value to LCC analysis and
have an significant impact on the result namly the
ranking of the investment options.
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1 INTRODUCTION

Maintaining successful and profitable global opera-
tions often means multinational companies (MNCs)
must establish shared services centers (SSC), also
known as business shared services (BSS) centers.
Those centers are usually located in strategic hubs,
while the services provided are delivered to various
internal, as well as external clients globally. The
SSC workforce responsibilities encompass all forms
of employee international mobility, ranging from tra-
ditional business-related trips or short-term project
work to long-term expatriate assignments provided
to employees of all nationalities and cultures. While
providing services, there are several factors in-
fluencing the quality of delivered services. While
communicating, the SSC workforce has to deal in the
communication with cultural differences. Therefore,
the global mobility specialists competencies are wide-
ranging (Valk, 2019). To this end, the management
of SSC should evaluate the level of each employee’s
intercultural competencies not only during the on-
boarding phase but also evaluate the “intercultural

skills” of each employee while performing the daily
work by providing intercultural preparation training.
Intercultural preparation should be understood as
a complex personal competence or ability to inter-
act efficiently with others, who are culturally or
linguistically different (Deardorff, 2009), it is a key
competence in terms of providing global mobility
services, especially with regards to consulting. SSC’s
global mobility workforce is one of the stakeholders,
that participate in the relocation process of a client–
traveler. It is important to assess how the SSC global
mobility employees’ level of intercultural preparation
could affect the clients’ overall expectations and meet
all their needs. In this paper, we are going to focus
on the global mobility services provided by the SSC
and how the level of intercultural preparation of an
SSC workforce affects the quality of services delivered
to customers. It is expected to identify a connection
between an inclusive working environment having
a high level of intercultural competence and SSC
organization success.
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2 MATERIAL AND METHODS

In order to analyse the connection between the level
of intercultural competence and sucesfull operations
of SSC and gain respective knowledge, a literature
review was conducted. The aim was to analyze the
current state of the art of intercultural competences
in relation to services provided by MNC’s SSC
and secondly, to identify the method of assesing
the intercultural competences used in SSC. For the
literature review the relevant papers in databases

were searched via scientific search engines: Web of
Science, Scopus and EBSCO host. The following
key words were applied to the search: “intercultural
competence” or “intercultural preparation” along
with “business shared services”, “shared services
centers” (also using the abbreviations in the search
syntax). Furthermore, the results were filtered by
language (English) and a publication date (year 2018
or later).

3 RESULTS

Based on the search, in total 32 sources were
identified which were further filtered – first, via
investigation of abstracts and, subsequently, through

a full context analysis. As a result, 8 sources built the
basis for this paper.

4 CONCLUSIONS

When delivering the global mobility services, the
intercultural competence is a key ability affecting
the quality of services. The fact that SSC oper-
ates digitally brings even bigger challenge to the
communication. According to Deadroff’s model, the
intercultural competence boosts the desired outcome
internally as well as externally, so the communication
and behaviour are appropriate and effective (Zur,
2019). Also, the mutually shared vision on service
quality positively affects the overall quality of ser-

vices and thus increase the customer satisfaction and
creates a competitive advantage (Eldor, 2020). The
above mentioned literature reseach proved that this
area hasn’t been thoroughly evaluated – the current
research rather focuses on employees on managerial
positions or travelers itself, rather than on the actual
workforce performing the service in global mobility.
Thus, the research will further focus on evaluation
of current state of intercultural competencis of SSC
workforce by using mixed methods.
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1 INTRODUCTION

In the European Union in 2022, the amount of
electricity generated from renewable sources overtook
the amount generated by gas for the first time [1].
That means we need to more effectively deal with
the surplus from energy sources. P2P energy trading
allows individuals and communities to trade surplus
energy directly between producers and consumers,
which supports energy efficiency and reduces depen-
dence on traditional energy suppliers.

There are several prerequisites for P2P energy
trading. The energy infrastructure must be in place
to allow energy to be returned to the grid, and
the grid must be sized to handle large transfers of
electricity from multiple prosumers and consumers.
There also needs to be a platform for trading excess
electricity. There is also a need for a tool that allows
people to track current electricity prices and offers
from others in the community energy sector and,
finally, legislation needs to be addressed.

2 MATERIAL AND METHODS

The mobile app should be easy to use and provide
enough information to the user. The app should
provide up-to-date information about household
consumption. This means that the household must
already have a smart meter installed that provides
an instant overview of their energy behaviour. A

user-friendly interface should be implemented within
the app to easily track the current energy usage
data. Graphs, tables and visualizations should be
intuitive, allowing users to quickly understand how
they consume and produce energy.

3 RESULTS

The main goal of the mobile application for P2P
trading is to connect local communities that have
their own energy resources and consumers who want

to be able to take electricity from someone other than
the main electricity supplier.

An important part of the app must be a connection
to a home smart meter that allows a detailed
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overview and trend of electricity consumption. Once
we have a connection to the electricity smart meter,
we can display real-time electricity consumption in
the mobile app and predict future trend. Another
important part is to create a platform for trading
surplus electricity. The platform must be transparent
and secure. This can be achieved using blockchain

technology, which allows for immutable transaction
history recording and which also provides automated
smart contracts [2]. Smart contracts can be triggered
automatically without third party involvement, thus
securing the transaction between the energy seller
and buyer. The platform itself, however, is not part
of the mobile app and will be handled separately.

4 CONCLUSIONS

Rise of renewable energy sources is bringing about a
transformational change in the energy sector. For the
first time, electricity generation exceeded gas in the
European Union in 2022, reflecting a shift towards
sustainability. P2P trading shows increased efficiency

and reduced reliance on traditional suppliers. This
paper highlights the potential of P2P energy trading
in optimising the use of renewable energy and
emphasises the need for continued research and
policy adjustments for a more sustainable future.
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